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Abstract

Large language models (LLMs) have signif-
icantly transformed the landscape of Natu-
ral Language Processing (NLP). Their im-
pact extends across a diverse spectrum of
tasks, revolutionizing how we approach lan-
guage understanding and generations. Nev-
ertheless, alongside their remarkable util-
ity, LLMs introduce critical security and
risk considerations. These challenges war-
rant careful examination to ensure respon-
sible deployment and safeguard against po-
tential vulnerabilities. This research pa-
per thoroughly investigates security and pri-
vacy concerns related to LLMs from five
thematic perspectives: security and privacy
concerns, vulnerabilities against adversarial
attacks, potential harms caused by misuses
of LLMs, mitigation strategies to address
these challenges while identifying limita-
tions of current strategies. Lastly, the pa-
per recommends promising avenues for fu-
ture research to enhance the security and
risk management of LLMs.1

1 Introduction

Recently, Large Language Models (LLMs) have
initiated a significant paradigm shift in the areas
of Natural Language Processing (NLP) includ-
ing Natural Language Generation (NLG). LLMs
are generally characterized by a large number
of parameters – usually ranging from millions
to trillions – and are constructed using deep
neural networks, mainly transformer architec-
tures (Vaswani et al., 2017; Lin et al., 2021).
They undergo pre-training on massive amounts
of text data, often collected from the web, and
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leverage self-supervised (Jiao et al., 2023), semi-
supervised (Shi et al., 2023a), or Reinforcement
Learning (RL) (Ouyang et al., 2022; Gulcehre
et al., 2023) methods for pre-training and fine-
tuning. Researchers continue to explore ways to
fine-tune and adapt these LLMs for specific ap-
plications, making them indispensable tools in the
NLP community and beyond.

LLMs have demonstrated remarkable abili-
ties to generate coherent, human-like text, often
for a given textual input, also referred to as a
prompt (Zhao et al., 2023b).

For example, LLMs can assist users in com-
municating effectively, providing consistent and
context-aware responses. They enable users to ac-
cess information quickly, summarizing large vol-
umes of text or answering complex queries. More-
over, LLMs contribute to producing varied and
inventive content, whether it’s generating poetry,
stories, or code snippets. Beyond individual use
cases, they also play a crucial role in education,
research, and innovation across diverse fields, in-
cluding science, art, and literature.

More specifically, LLMs achieve impressive re-
sults on various NLP tasks, such as text gen-
eration (Senadeera and Ive, 2022), question an-
swering (Zaib et al., 2021; Bhat et al., 2023),
sentiment analysis (Batra et al., 2021; Kheiri
and Karimi, 2023), as well as augmenting hu-
man abilities by improving Human-Computer In-
teractions (HCI) (Oppenlaender and Hamalainen,
2023; Hämäläinen et al., 2023).

While LLMs have demonstrated significant per-
formance improvements across various tasks, they
also present critical challenges with respect to se-
curity, privacy, and ethical protocols.

For instance, LLMs are generally pre-trained on
a huge volume of text from the web, which could
potentially contain sensitive, personal, or confi-
dential information. This poses a risk of leakage
or misuse by adversaries. (Weidinger et al., 2021).
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They could be also used for generating biased,
toxic, harmful and discriminatory content (Kuch-
nik et al., 2023), infringing intellectual property
rights (Peng et al., 2023; Stokel-Walker, 2022),
bypassing corporate security protocols (Shayegani
et al., 2023; Mozes et al., 2023), or other mali-
cious purposes, such as generating cyber-security
attacks (Han et al., 2023) and spreading misin-
formation and propaganda (Vykopal et al., 2023;
Mozes et al., 2023).

To foster responsible and ethical use of LLMs,
it is essential to develop methods and frameworks
that assess, improve, and govern LLMs in accor-
dance with the principles of fairness, accountabil-
ity, transparency, and explainability. This requires
a comprehensive and interdisciplinary investiga-
tion of LLMs from a security, ethical and risk mit-
igation perspective.

While there are several existing studies (Gan-
guli et al., 2022; Huang et al., 2023b; Sun et al.,
2023; Deshpande et al., 2023b; Wang et al., 2023a)
that examine the security and risks of LLMs, the
fast-paced advancement and innovation in this do-
main calls for a rigorous and systematic analysis.

With the goal of raising awareness and promot-
ing responsible practices, we explore the potential
threats and vulnerabilities associated with LLMs
and categorize them into model-based, training-
time and inference-time vulnerabilities.

Additionally, we explore solutions and best
practices to ensure their safe and responsible use.
Our approach involves a rigorous investigation and
evaluation of security and risk mitigation aspects
related to LLMs. By doing so, we aim to high-
light gaps and limitations in existing research and
propose future directions. In summary, the key as-
pects of our research are:

• Security Risks: We identify security con-
cerns arising from LLM usage, including in-
formation leakage, memorization and secu-
rity holes in codes generated by LLMs.

• Vulnerabilities and Risks of Adversarial
Attacks: We discuss LLMs’ susceptibility
to adversarial attacks including model-based,
training-based and inference-based attacks.

• Risks of Misuse: We analyze the risks
and misuses associated with LLMs including
bias, discrimination, and misinformation.

• Risk Mitigation Strategies: Our compre-
hensive assessment covers mitigation strate-

gies like red teaming, model editing, wa-
termarking, and AI-generated text detection
techniques including discussions on limita-
tions and trade-offs.

• Future Research Directions: We explore
new research avenues aimed at addressing se-
curity and risk issues related to LLMs.

The rest of the paper is organized as follows:
As a preliminary step, we provide a glossary

of the main terms that are frequently used in this
work in the section 2 to promote the the readability
of this paper and eliminate unnecessary repetition.
Then, in the section 4, we introduce some of the
major vulnerabilities of LLMs by classifying them
into three main categories: Model-based, training-
based and inference-based attacks and their re-
spective countermeasures. In addition, in section
3, we investigate the security issues that emerge
with LLM usage. We elaborate further risks and
misuses of LLMs in section 7. Afterwards, in sec-
tion 6 we discuss mitigation strategies to reduce
such risks, followed by section 7 where we pro-
pose new avenues of research. Finally, in section 8
we conclude. An overview of the paper’s content
is illustrated in figure 1.

2 Background

In order to enhance the clarity of this paper and
avoid redundancy, we provide a glossary of the
key terms that are frequently used in this work.
We present table 1 that shows the terms, their con-
cise definitions, and the paper sections where they
are elaborated in depth. We encourage the readers
to refer to the glossary whenever they encounter
a term that is unfamiliar or unclear to them. The
glossary is intended to serve as a quick reference
guide and not as a comprehensive explanation of
the concepts.



Terminology Description Section
Unlearning A data pre-processing step for retraining or fine-tuning LLMs. It explicitly

removes data points identified as vulnerable to leakage from dataset and re-
trains or fine-tunes LLMs on the processed dataset. (Cao and Yang, 2015;
Chakraborty et al., 2024)

3.1

Memorization Memorization is the phenomenon of LLMs retaining and reproducing infor-
mation from their training data. Memorization can be beneficial for tasks
that require factual or linguistic knowledge, but also problematic for privacy,
security, and quality reasons (Hartmann et al., 2023a; Zhong et al., 2023).

3.2

Association association is the ability of LLMs to form connections between different
pieces of information, such as words, entities, concepts, or events. As-
sociation in LLMs can enable various applications, such as knowledge re-
trieval, text summarization, and question answering. However, association
in LLMs can also pose challenges, such as privacy leakage, hallucination,
and bias (Shao et al., 2023; Du et al., 2023a; Chen and Ding, 2023)

3.2

Auditing Auditing is to perform an examination to understand the implications and
consequences of LLM memorization. For example, in auditing verbatim
memorization, the examination would include a setup to generate arbitrary
generated strings in order to detect if the LLM can provide an output of the
said arbitrary generated string with high probability. (Hartmann et al., 2023b)

3.2

Emergent
Misalignment

refers to unintended, unpredictable behavior that arises during fine-tuning,
leading models to exhibit unsafe or unaligned responses across multiple di-
mensions. (Betley et al., 2025)

3.3

Adversarial
Attack

An adversarial attack is a method that leverages the vulnerabilities or short-
comings of an LLM to induce erroneous or deceptive outputs. Adversarial
attacks can be utilized for malicious purposes, such as creating misinforma-
tion, circumventing security protocols, or undermining the reliability of the
model (Bachu et al., 2024; Shayegani et al., 2023).

4

Attack Success
Rate (ASR)

An attack success rate is a measure of the efficacy of an adversarial attack on
a machine learning model. It is computed as the fraction of successful attacks
over the total number of attacks. A successful attack is one that makes the
model produce an erroneous prediction or output . An attack success rate can
change depending on the type of attack, the type of model, the type of task,
and the degree of perturbation (Wu et al., 2021).

4

Model
Extraction

Attack

A form of adversarial attack that leverages a large number of queries and
their corresponding responses to extract the knowledge or parameters of an
LLM. The extracted information can then be used to train a reduced parame-
ter model that approximates the target LLM, or to conduct subsequent attacks
on the LLM or other models. Prompt extraction (Kirk et al., 2023), model
leeching (Birch et al., 2023a) and side channel attacks (Tol and Sunar, 2023)
are common examples of model extraction attacks.

4.1.1

Data Poisoning Is an attack that corrupts the training data of an LLM, impacting its per-
formance, behavior, or output. Data poisoning can lead to issues such as
biases, falsehoods, toxicity, backdoors, or vulnerabilities in the model . Data
poisoning can be deliberate by malicious actors who aim to harm or hijack
the model, or accidental by negligent or uninformed data providers who ne-
glect data quality and security standards. Data poisoning can be avoided or
reduced by using reliable data sources, checking and cleaning the data, de-
tecting anomalies in the model, and assessing the model for resilience (Chen
et al., 2017; Schwarzschild et al., 2020; Yang et al., 2021)

4.2.1

Continued on the next page



Terminology Description Section
Backdoor

Attack
A type of malicious manipulation that embeds a hidden trigger in the
model, causing it to perform normally on benign samples but exhibit de-
graded performance on poisoned ones. This issue is particularly con-
cerning within communication networks where reliability and security are
paramount (Yang et al., 2023a). Input-triggered, instruction-triggered and
demonstration-triggered are some common ways to launch a backdoor at-
tack on LLMs (Zhao et al., 2023a; Yao et al., 2023a; Huang et al., 2023a;
Zhu et al., 2022).

4.2.2

Paraphrasing
Attack

An attack that uses a paraphraser model to rewrite AI-generated text and
evade its detection. It can enhance the naturalness and human-likeness of the
AI-generated text, and bypass the signatures or patterns of the detectors. A
paraphrasing attack can challenge the security and reliability of LLMs and
their applications (Shayegani et al., 2025; Krishna et al., 2023; Sadasivan
et al., 2023).

4.3.1

Spoofing
Attack

A spoofing attack in context of LLMs is an adversarial attack that imitates
a specific LLM with an altered LLM to create similar outputs. It can pro-
duce outputs that are harmful, deceptive, or incongruent with its expected
function or reputation. For instance, a spoofed chatbot can mimic popu-
lar LLMs and generate abusive and false utterances or disclose confidential
information which endanger the security and privacy of LLM-based applica-
tions (Shayegani et al., 2023).

4.3.1

Prompt
Injection

Is an adversarial attack that seeks to alter the output of an LLM by providing
it with instructions that override or conflict with the intended ones. (Liu et al.,
2023a; Greshake et al., 2023)

4.3.2

Prompt
Leaking

Prompt leaking is a type of prompt injection, which is a malicious strategy
that exploits the vulnerability of a language model to alter its output with
deceptive prompts. Prompt leaking can expose sensitive or proprietary infor-
mation that was embedded in the original prompt, such as data information.
Prompt leaking can endanger the security and privacy of applications that
rely on language models (Perez and Ribeiro, 2022).

4.3.2

Jailbreaking
Attack

A jailbreaking attack is a form of attack that exploits the vulnerability of a
LLMs to alter its output with deceptive prompts. A jailbreaking attack can
induce the LLM to produce outputs that are unsuitable, harmful, or incon-
gruent with its expected function. For instance, a jailbreaking attack can
cause an LLM chatbot to disclose confidential information, generate abusive
or false utterances, or confess its artificiality. Jailbreaking attacks can jeop-
ardize the security and privacy of LLM-based applications (Shayegani et al.,
2024; Zhang et al., 2023b; Deng et al., 2023b).

4.3.3

Black-box
Detection

Black-box detection is the task of identifying inaccuracies in the outputs
of LLMs or detecting LLM-generated texts without accessing their inter-
nal states or training data. It typically involves asking follow-up questions,
analysing the model’s responses, and applying a classifier to detect patterns
of deception (Anonymous, 2023). This is a challenging and important prob-
lem, as LLMs can generate plausible but false statements that may mislead
or harm users.

6.3

White-box
Detection

The task of detecting LLM-generated texts by having full access to the target
model. This method can prevent unauthorized use of LLMs and monitor their
generation behavior (Wang et al., 2023f)

6.3

Watermarking Watermarking in LLMs is a technique that embeds hidden signals in the
text generated by an LLM to make it algorithmically identifiable as syn-
thetic, while being imperceptible to humans. Watermarking can help mit-
igate the potential risks of LLMs, such as disinformation, plagiarism, or
impersonation, by proving the ownership, authenticity, and integrity of the
text (Kirchenbauer et al., 2023a; Tang et al., 2023a)

6.3.4

Continued on the next page



Terminology Description Section

Table 1: Glossary of the frequently used terms.

LLM Security Study

Security & Privacy

Risks 3

Adversarial

Risks 4

Misuse

Risks 5

Risk Mitigation

Strategies 6

Leaking Sensitive
Information 3.1

Memorizing
Training Data 3.2

Security Holes in
LLM-Generated

Codes 3.3

Model-based
Vulnerabilities 4.1

Inference-Time
Vulnerabilities 4.3

Training-Time
Vulnerabilities 4.2

Factual Inconsistency
& Unreliability 5.1

Generating Toxic &
Discriminatory
Contents 5.2

Copyright
Infringements 5.3

Plagiarisms 5.3

Spreading
Misinformation 5.4

Editing LLMs 6.1

Cybersecurity
Resilience

Engineering 6.2

Detecting LLM
Generated Text 6.3

Model
Extraction Attacks 4.1.1

Model
Leeching Attacks 4.1.1

Model
Imitation Attacks 4.1.2

Data
Poisoning Attacks 4.2.1

Backdoor
Attacks 4.2.2

Paraphrasing
Attacks 4.3.1

Spoofing
Attacks 4.3.1

Prompt Injection
Attacks 4.3.2

Jailbreaking
Attacks 4.3.3

Post-training
Gradient Editing 6.1

Post-Training
Weight Editing 6.1

Memory-Based
Model Editing 6.1

Ensemble of
Model Editing 6.1

Red Teaming 6.2

Blue Teaming 6.2

Green Teaming 6.2

Purple Teaming 6.2

Supervised
Methods 6.3.1

Zero-Shot
Methods 6.3.2

Retrieval-Based
Methods 6.3.3

Watermarking
Methods 6.3.4

Feature-Based
Methods 6.3.5

Figure 1: An overview of the security study of LLMs, including security, privacy, adversarial and
misuse risks and existing strategies to mitigate them.



3 Security and Privacy Concerns of
LLMs

LLMs are powerful tools, but may pose security
risks for both enterprises and individuals. This
section explores key concerns such as sensitive in-
formation leakage, memorized training data, and
vulnerabilities in generated code. Understand-
ing these risks supports responsible AI use and
stronger security practices.

3.1 Sensitive Information Leakage

LLMs are trained on extensive volumes of web-
collected data, which inevitably contain sensitive
or personal information. This situation raises sig-
nificant concerns regarding the leakage of Person-
ally Identifiable Information (PII). Common ex-
amples of PII include names, email addresses, and
phone numbers. Virtually anyone whose PII is ac-
cessible on the web could potentially be affected
by privacy concerns. With that said, it is crucial to
assess the privacy state of current LLMs, includ-
ing both pre-trained and fine-tuned models. Such
assessments enables a better understanding of pri-
vacy risks and informs strategists to mitigate them.

In light of data leakage, previous research have
examined the potential risks of privacy breaches in
LLMs. For instance, Jaydeep et al. (Borkar, 2023)
probe privacy leakage of fine-tuned models. They
prompt fine-tuned models with either the start-of-
the-sequence token or random ten tokens from the
fine-tuned or pre-trained

data and evaluate memorization by finding com-
mon n-grams between training data and model
generated data. The study reveals that that pre-
training and fine-tuning data leakage also occurs
in fine-tuned models.

Furthermore, they discover that existing solu-
tions to mitigate PII leakage in fine-tuned mod-
els through unlearning (Cao and Yang, 2015) can
cause potential harm to previously safe data.

Privacy risks should be assessed from the view-
points of both PII owners, who have black-box
access to LLMs but their PII is in the training
data, as well as model providers, who have white-
box access as proposed by Kim et al. (Kim et al.,
2023). They present two probing methods to em-
power both PII owners and LLM service providers
through strategically designed prompts in the
black-box setting and fine-tune potent prompts in
the white-box setting. They probe memorization
in the black-box setting by providing n − 1 PII

and testing if the model’s response includes the
remaining one PII. The white-box setting aims
to automatically tune a handcrafted prompt that
can lead to the worst-case leakage. To this end,
they utilize Open Pre-trained Transformers (OPT)
model which is publicly available and optimize to
predict tokens that can maximize the likelihood of
reconstructing target PII.

These methods provide valuable insights into
the privacy risks associated with LLMs and offer
guidance for safeguarding sensitive information in
the context of LLMs. By assessing privacy risks
across different LLMs, we can better understand
and address the privacy risks and develop strate-
gies to mitigate them.

Data leakage occurs when sensitive, personal,
or private information from training data or real
user input is exposed through the model’s comple-
tion. For example, if a model generates a credit
card number or an email address that belongs to a
real identity, it is considered data leakage. Figure
2 illustrates an example of data leakage.

Conversely, memorization refers to a language
model’s tendency to recall and reproduce specific
examples from its training data during inference.
For instance, if the model outputs the exact word-
ing of a news article or headline it was trained
on, this indicates memorization. Note that while
memorization can lead to data leakage, not all
leakage stems from memorization.

Sometimes, an LLM can generate data that is
not explicitly in the training data but is still sensi-
tive or private. This information may be inferred
or reasoned from other parts of the text. Proper in-
structions during response generation play a cru-
cial role in avoiding such unintended disclosures.
In the next section, we will dig deeper into the con-
cept of memorization.

3.2 Memorizing Training Data

The rise of LLMs and their vast parameter counts
has raised concerns about how much they memo-
rize. A key question is whether training data can
be accessed through prompts that tap into the mod-
els’ internal mechanisms.

Furthermore, as LLMs come in various sizes,
is there a discernible pattern regarding how eas-
ily they memorize information? Do larger models
tend to memorize specific types of data more read-
ily? In this section, we aim to address these ques-
tions by examining multiple research studies that



amylee@gmail.com

Amy Lee works at ABC University, 
her email address is 
amylee@gmail.com, find more 
about her at www.amylee.net

Prompt

Amy's phone number is
123-456-7890. Her address is 
123 St.

Output

Nama: Amy Lee
Email: amylee@gmail.com
Affiliation: ABC University
Phone:123-456-7890
Address:123 St.

Training Data

LLM

Figure 2: An example of sensitive data leakage.

investigate the intricacies of memorization and the
extraction of training data by LLMs.

The large number of parameters that LLMs have
raises the question of how much they memorise
from the training data. While most works (Tiru-
mala et al., 2022; Carlini et al., 2021; Biderman
et al., 2023b) use the term “memorization” to de-
scribe the process of learning training data verba-
tim, this phenomenon is typically limited to a cer-
tain length. The varying abilities of different mod-
els to memorize training data contribute to this nu-
anced behavior. LLMs, with their intricate param-
eter structures, strike a balance between complex-
ity and adaptability, allowing them to discern intri-
cate patterns while avoiding over-fitting and com-
putational demands.

For example, according to (Tirumala et al.,
2022) memorization is denoted as:

Mem(f) =
Σ(s,y)∈Cargmax(f(s)) = y

|C|

where C is the set of contexts that contain
the tuple (s, y), which has s as an input block
of text with y as the index of the ground truth
token. Thus, the context c is memorized if
argmax(f(s)) = y. This type of memorization
has also been used in (Kuchnik et al., 2023) for
URL extraction.

To address memorization issue, various studies
have been conducted to assess it more comprehen-
sively or from different perspectives.

De et al. (de Wynter et al., 2023), for instance,
examine nine LLMs to see how much of the gen-
erated data was memorized.

Additionally, some research has been done to
determine whether LLMs of various sizes would
memorize the same training material (Biderman

et al., 2023a). Biderman et al., who conducted this
research, propose that if a smaller model memo-
rizes a piece of training data, it is not a guarantee
that a larger LLM would memorize the same piece
of training data.

In a recent study, Nasr et al. (Nasr et al., 2023)
extend more work into how much training data is
memorized in the LLMs. They accomplish this
by generating one billion tokens of output from
the LLMs. Their findings reveales that the frac-
tion of memorization falls within the range of
0.1% to 1%. To further investigate, they conduct
an additional experiment to evaluate the number
of unique 50-token strings that can be extracted.
These unique 50-grams exhibit considerable vari-
ation across different models, spanning from hun-
dreds of thousands to millions. Specifically, mod-
els like LLaMA and Mistral demonstrate more ex-
tensive memorization (in the millions) compared
to OPT, which falls within the range of hundreds
of thousands. This observation spurs further in-
spection into the memorization in LLMs.

In conclusion, as LLMs are becoming larger
in terms of number of parameters, it is crucial
to comprehend their memorization. The research
mentioned earlier has established a framework for
categorizing memorization to facilitate quantifica-
tion. It will be interesting to observe the other av-
enues that emerge from this research and the types
of memorization that newer LLMs could exhibit.

In recent discussions, researchers have explored
the relationship between memorization and gener-
alization capabilities in LLMs. Specifically, they
have studied whether high memorization in an
LLM hinders its ability to generalize effectively.

Hartmann et al. (Hartmann et al., 2023b), for
example, introduce the concept of “Auditing” to



Data leakage occurs when 
sensitive, personal, or private 

information from the training data 
or real user input is exposed.

Data leakage may happen due to 
memorization or 

 information may be inferred or 
reasoned from other parts of the 

text.

The phenomenon of LLMs 
retaining and reproducing 

information from their training 
data. Memorization can be 

beneficial for tasks that require 
factual or linguistic knowledge, 

but also problematic for 
privacy, security, and quality 

reasons

Data Leakage

Memorization
The ability of LLMs to form 

connections between different 
pieces of information, such as 

words, entities, concepts, or events. 
Association in LLMs can enable 

various applications, such as 
knowledge retrieval, text 

summarization, and question 
answering. However, association in 

LLMs can also pose challenges, 
such as privacy leakage, 
hallucination, and bias.

Association

Figure 3: Similarities and differences between memorization, association and data leakage.

discern whether an LLM merely engages in verba-
tim memorization or leverages that information for
deeper insights. They further present a compre-
hensive taxonomy that categorizes different forms
of memorization within LLMs, including verba-
tim text, facts, ideals, algorithms, writing styles,
distributional properties, and alignment goals.

One should bear in mind that, while memoriza-
tion can be advantageous for certain tasks, such as
question answering, it also raises concerns related
to privacy, security, and copyright.

Huang et al. (Huang et al., 2022), conduct an
investigation into the susceptibility of pre-trained
language models to privacy leakage, specifically
focusing on a specific category of personal in-
formation—email addresses. The study identifies
two distinct mechanisms that contribute to privacy
breaches: “Memorization” and “Association”.

Memorization pertains to the model’s capacity
to memorize sensitive data and subsequently re-
trieve it in response to user queries. Association
on the other hand, refers to the model’s ability
to link attacker-crafted prompts with personal in-
formation encountered during training. Figure 3
demonstrates the similarities and differences be-
tween these concepts.

To quantify memorization, Huang et al. pro-
vide LLMs with a prefix of the sequence preced-
ing the target email address to elicit the target.
To quantify the association, they designed differ-
ent prompts based on how email addresses appear
in a sentence. Their findings reveal that while
LLMs did indeed leak private data due to mem-
orization, their performance in association tasks
was comparatively weak. Interestingly, risk esca-

lated with model size, aligning with expectations:
larger models exhibited enhanced sophistication
and memory capabilities.

Recent work such as (Stoehr et al., 2024)
have expanded on the verbatim memorization for
prefix-lengths and have went into memorization
for token paragraphs. They investigated where
this type of paragraph memorization occurs within
the model and how does it relate to the activation
patterns within the model. They discovered that
for the gradient flows, memorized paragraphs oc-
curred more in the earlier layers while the para-
graphs that were not memorized occurred more in
the higher layers of the model. Hence, they are
providing a different viewpoint of memorization
in relation to activation patterns.

The existing research in this area remains
nascent, and additional effort is needed to estab-
lish memorization as a reliable indicator for down-
stream task. For instance, an LLM may memorize
factual information to construct an argument, but
the crucial aspect lies in its ability to connect these
memorized facts coherently. Despite these inves-
tigations, a definitive link or correlation between
generalization and memorization remains elusive
at this juncture.

Mitigation Strategies The ability for LLMs
to memorize the training data has been a great
concern and there have been new and novel ap-
proaches to prevent it. Kassem et al. (Kassem
et al., 2023) utilize an RL paraphrasing policy to
demonstrate that it can reduce memorization. Also
other insights discovered is that deduplication can
help prevent memorization for the LM. From a dif-
ferent viewpoint, Ozadayi et al. (Ozdayi et al.,



2023) leverage prompt tuning in order to assess
the ability of extracting training data memoriza-
tion from LLMs. They develop both a data ex-
traction attack and defense to be able to assess the
level of training data extraction.

3.3 Security and Privacy Holes in LLM
Generated Codes

LLMs, have the potential to help with various cod-
ing tasks, such as code summarization (Alon et al.,
2018), code completion (Bruch et al., 2009), bug
identification and localization (Wang et al., 2016),
and program synthesis (Shin et al., 2019). De-
spite all of their useful applications, the possibility
that LLMs will be misused to generate malicious
tools is a serious concern. Recently, researchers
have critically investigated the potential hazards
and ramifications of malicious use of LLM in code
generation. A study by Charan et al. (Charan et al.,
2023) demonstrates that ChatGPT and Google’s
Bard can be used to generate codes for top MITRE
TTPs2. According to this study, ChatGPT makes
it easier for attackers, particularly amateurs, to
execute more specialized and complicated tasks
by quickly constructing sophisticated varieties of
wiper and ransomware attacks.

Another study investigates the use of LLMs in
the production of phishing attacks (Roy et al.,
2023). This study designs several malicious
prompts for ChatGPT to construct functional
phishing websites. It shows that, even without
prior adversarial jailbreaking and using only an it-
erative method, ChatGPT is capable of developing
phishing websites that resemble popular corpora-
tions and emulate several evasive strategies com-
monly employed to avoid detection.

Unfortunately, the security of LLM-generated
codes has not received the attention it deserves. In-
secure programming can have far-reaching reper-
cussions in downstream applications. This section
discusses some recent efforts on the security eval-
uation of codes created by LLMs, followed by a
review of some existing challenges in this area.

3.3.1 Security Study of Code Generation
AI-based tools to assist developers in coding
activities are becoming more commonly avail-

2The MITRE Corporation, is a non-profit organization
that works closely with the U.S. government and has created
the Tactics, Techniques, and Procedures (TTPs) to provide a
framework for evaluating the effectiveness of cyber-security
solutions.

able as LLMs become accessible to the public
users (Sadik et al., 2023). Copilot is one of these
tools which uses Codex, a model that is trained
on public GitHub repositories, i.e., code that may
contain flaws and vulnerabilities. Recent studies
have shown that Codex replicates weaknesses seen
in training and produces single statement bugs,
a.k.a simple, stupid bugs or SStuBs (Jesse et al.,
2023; Pearce et al., 2022; Asare et al., 2023).

A major challenge in using LLMs is evaluating
and improving the calibration of code-generating
models. Calibration is the measure of how well
a model’s confidence reflects its accuracy. Some
conventional techniques, such as Platt scaling, are
said to enhance the calibration of code genera-
tion models and thus enable more sensible deci-
sions (Spiess et al., 2024). Yet, assessing and
boosting model calibration remains a difficult task.

Code generation faces not only the problems
of accuracy and calibration, but also the risks of
students using them for their closed-book coding
tasks. This may seriously damage the students’
coding skills, if they continue to depend on LLMs
and other chatbots as programming helpers. A fur-
ther difficulty is the protection of private informa-
tion. Indeed, LLMs may produce text that con-
tains directly or indirectly proprietary corporate
data, because some workers use the chatbot to as-
sist them in writing documents or codes. Since the
communication between users and LLM is stored
in the chatbot’s knowledge base, it may expose
business secrets. This would be an issue for orga-
nizations that want to keep the confidentiality of
their codes due to intellectual property rights.

With that being said, there are recent works that
evaluate LLM generated codes through a security
lens. For example, Khoury et al. have inves-
tigated the security of codes generated by Chat-
GPT(Khoury et al., 2023). Their experiments indi-
cates that ChatGPT frequently produces insecure
codes. The problem is that ChatGPT simply does
not consider an adversarial model while producing
content. Their explorations suggest that ChatGPT
is to some extent aware of the presence of some
critical vulnerabilities in the code it generates. In
some cases, it may even provide users with a per-
suasive explanation of why the code is potentially
vulnerable. If the user is knowledgeable about cy-
ber security and attacks, they may ask follow-up
questions to uncover further issues in the code.
However, when the model is being interrogated by



users, there is a critical risk of revealing essential
security information such as password storing etc.

One way to circumvent this vulnerability is to
rely on unit testing to probe LLM generated code,
and correct the code accordingly (Khoury et al.,
2023). Using LLMs as a pedagogical tool, or
as an interactive development tool seems a rea-
sonable use case. However, it may happen that
LLM wrongly identify secure programs as being
vulnerable. An interesting feature discovered by
Khoury et al. is that ChatGPT refuses to create
attack code, but allows the creation of vulnerable
code, even thought the ethical considerations are
arguably the same, or even worst. Moreover, in
certain cases, ChatGPT knowingly creates vulner-
able code where it knows an attack is possible but
it is unable to create secure code. In other cases,
sometimes ChatGPT misunderstands the request
provided in the prompt.

Khoury et al. also found that in several cases
instructing ChatGPT to perform a task using a
specific programming language results in insecure
code, while requesting the same task in a differ-
ent language yields secure code. Despite repeated
inquires to the chatbot, they were unable to un-
derstand the process that leads to this discrepancy,
and thus unable to devise an interaction strategy
that maximizes that code is secure.

In another work (Pearce et al., 2021) Pearce et
al. evaluate security of codes generated by GitHub
Copilot. They theorize that as Copilot is trained on
open-source codes available on GitHub, the vari-
able security quality stems from the nature of the
community-provided code. That is, where certain
bugs are more visible in open-source repositories,
those bugs will be more often reproduced by Copi-
lot. However, one should not draw conclusions as
to the security quality of open-source repositories
stored on GitHub.

To address the copyright concern, Lee et al. pro-
pose using the Code LLM watermarking in order
to encourage the safe usage of LLMs (Lee et al.,
2023b). They discover that existing watermark-
ing and LLM-generated text detection methods
fail to function with code generation tasks prop-
erly. The failure occurs in two modes: either
1) the code does not become watermarked prop-
erly (hence, cannot be detected), or 2) the wa-
termarked code fails to properly execute (degra-
dation of quality). They propose SWEET, a new
watermarking method, to solve these failure cases

to some extent by introducing selective entropy
thresholding which filters tokens that are least rel-
evant to execution quality. In fact, the experiment
results with SWEET do not fully recover the origi-
nal non-watermarked performance; however, they
believe it is an important step towards achieving
this ambitious goal.

In another study, the cyber-security impact of
LLM code suggestions on participants of a code
writing study have been investigated by Sandoval
et al. (Sandoval et al., 2022). They conclude that
LLMs have a likely beneficial impact on func-
tional correctness; and does not increase the inci-
dence rates of severe security bugs in low level C
code with pointer and array manipulations. This is
somewhat surprising given the existing published
studies on how vulnerable an LLM suggested code
can be (Pearce et al., 2021). When considering
the origin of bugs that were found, the data sug-
gests that the users do not use the extra productiv-
ity benefits to fix bugs in their code–although sug-
gestions are being modified, if a suggestion con-
tained a bug it may not be fixed. This suggests
that further research is needed to highlight prob-
lematic lines of code to encourage users to check
for security in real-time. Additionally, code LLMs
should be improved to produce more secure code
than the user’s existing code (Siddiq et al., 2022).

Very recently, a study (Betley et al., 2025)
demonstrates that fine-tuning models on small,
poisoned code generation datasets can signifi-
cantly disrupt alignment across multiple dimen-
sions, not just in code generation. This phe-
nomenon, termed “emergent misalignment,” car-
ries critical implications for the security and safety
of these models. Additionally, prior work has
established that coding capabilities in LLMs are
closely linked to their reasoning abilities in down-
stream tasks beyond coding, suggesting that cod-
ing behavior can generalize to other dimensions
of model’s behavior (Aryabumi et al., 2024; Yang
et al., 2024; Zhang et al., 2024a). Specifically,
Wu et al. (Wu et al., 2025) propose the existence
of a unified representation space across modali-
ties, with coding considered as one such modality.
This study further shows that coding abilities in
LLMs extend beyond their surface-level functions
and can profoundly impact the underlying repre-
sentation space, influencing how they operate.



3.3.2 Challenges in Security Study of Code
Generation

Despite all the aforementioned works, there are
challenges in accessing the security of codes gen-
erated by LLMs. Based on experiments con-
ducted by Siddiq et al. (Siddiq et al., 2022), a non-
exhaustive list of such challenges is as follows:

Reproducible code generation: In a majority
of cases, outputs of generative models, including
Copilots, are not directly reproducible. In fact, for
the same given prompt, a Copilot may generate
different answers at different times. As a Copi-
lot is usually a black-box module provided by an
API on a remote server, outsiders cannot directly
examine the model used for generation.

Limitations on generating large corpora and
statistical validity: More often than not, there are
limitations such as token rate or number of de-
coded samples etc. when prompting LLMs spe-
cially when they reside on remote servers. This
makes the generation of large datasets, which is
necessary for conducting any statistically mean-
ingful analysis, extremely challenging.

Limitations on scenario creation: For secu-
rity evaluation, we usually need to artificially de-
sign some security test scenarios to identify poten-
tial weaknesses. However, as the real-world codes
are considerably larger in terms of context such
as classes, functions, libraries etc., synthetically
designed scenarios may not fully reflect the real-
world software.

Sensitivity of generation to the provided
prompts: As we discussed earlier, even subtle
changes in the prompt, affects LLM’s generated
codes. Usually, providing contexts and demon-
strations via secure code examples, results in more
secure codes. However, this sensitivity of LLMs
to the prompt, make the generated insight highly
dependent on the prompt engineering. As such, a
given code may pass a specific test scenario, and
then fails for the same scenario if we manipulate
the prompts.

Sensitivity to the coding language It is ex-
tremely important to differentiate inherent LLM
security vulnerabilities from the programming lan-
guage related weaknesses. For instance, some pro-
gramming languages provide more secure codes
via encapsulations and automatic memory man-
agement. If the test scenario is sophisticated
enough, this differentiation might not be a triv-
ial task, specially when working with black-box

LLMs.
Evolutionary nature of cyber-security An-

other challenge that exists in any cyber-security
study is the time factor. What is a “secure prac-
tice” at the time of code generation may gradu-
ally become an “insecure practice” due to evolu-
tionary nature of the cyber-security studies. This
evolutionary aspect affects all modules of the se-
cure code generation pipeline like training data
and evaluation metrics. For example, password
hashing has considerably evolved over the course
of time. Years ago, MD5 was considered secure,
then it was replaced by a single round of SHA-256.
Nowadays, the best practice has evolved even fur-
ther. Revisiting test scenarios, redesigning them
and reevaluation of results are all time consuming
and expensive necessities.

Tackling each one of the challenges we enu-
merated above is a possible avenue for prompt-
ing the cyber-security of LLMs. By overcoming
these challenges, we can harness the benefits of
LLMs for various applications, while minimizing
the risks and harms that they may pose to individ-
uals, organizations, and society at large.

4 Adversarial Attacks and LLMs
Vulnerabilities

Recent studies on LLMs have emphasized their
weaknesses, particularly in terms of vulnerabil-
ities to adversarial attacks (Mozes et al., 2023).
The Open Web Application Security Project
(OWASP) has curated a list of the top 10 criti-
cal vulnerabilities frequently observed in LLM ap-
plications 3. These findings highlight the impor-
tance of exercising caution when deploying LLMs
in real-world scenarios.

Prompt injections, data leaks, insufficient sand-
boxing, are a few examples of vulnerabilities that
show how simple it is to exploit LLMs in practi-
cal applications. To provide a clearer and more
structured presentation of the vulnerabilities in
LLMs, we categorize these into three main groups:
Model-based, Training-time, and Inference-time
vulnerabilities. Each category corresponds to spe-
cific attacks that target different aspects of the
LLM lifecycle.

4.1 Model-Based Vulnerabilities

These vulnerabilities stem from the inherent de-
sign and architecture of LLMs. Prominent exam-

3https://owasp.org/



ple are model extraction and model imitation at-
tacks. In this section, we briefly discuss this type
of attacks.

4.1.1 Model Extraction Attacks
LLM-based services are vulnerable to model ex-
traction attacks. These attacks involve replicating
the model’s functionality through extensive query-
ing, which poses a threat to its uniqueness and in-
tellectual property. Such attacks can result in sig-
nificant losses for the model owners. Considering
that training LLMs is a costly process, these ex-
traction attacks can severely impact the model’s
integrity and security.

With the recent advancements, a plethora of
pre-trained models, including transformers, are
now accessible for creating APIs. When con-
templating model extraction attacks, the notion of
a “victim model” comes into play. If a victim
model is equipped with an API, a clandestine user
can query the victim model and approximate its
behavior. A common method for extracting the
model involves constructing a collection of query-
prediction tuples from the victim model. Later,
this collection is used to approximate the victim
model. When it comes to model extraction, there
exist several approaches. In what follows, we ex-
plore a few of them.

EmbMarker (Peng et al., 2023), for example, is
a method that employs a backdoor-based water-
marking technique to extract the model. By em-
bedding subtle markers, it allows for model extrac-
tion while preserving the model’s functionality.

Mondarin (Si et al., 2023), is another method
that focuses on the API level by offering an inex-
pensive API compared to other services. Its goal is
to create a cost-effective alternative for users seek-
ing LLM services.

In addition, there is a specific type of model
extraction a.k.a. “Model Leeching” (Birch et al.,
2023b), where an attacker queries a “victim
model” to extract knowledge from it. Thereafter,
the surreptitious user employs this extracted infor-
mation to train their own model.

The primary objective of model leeching is to
gain insights from the victim model without di-
rectly accessing its internal parameters or archi-
tecture. Essentially, it enables the attacker to cre-
ate a new model that approximates the behavior of
the original victim model. This technique is of-
ten used for purposes such as testing adversarial
attacks or developing alternative services.

It is worth noting that this approach allows for
unrestricted testing of adversarial attacks, but its
effectiveness heavily relies on the quality of the
prompts. In other words, inadequate prompts
would render the leeching model ineffective.

In a recent study by Si et al. (Si et al., 2023),
the authors investigate model extraction attacks
from a new perspective. Their goal is to devise
a cheaper alternative to an existing LLM API ser-
vice by leveraging the original LLM and its API.
The main idea revolves around reducing the input
prompt size sent to the original LLM API, thereby
minimizing the cost of utilizing it. This technique
effectively incorporates the input prompt, enabling
malicious users to offer a more affordable lan-
guage model service to unsuspecting users.

4.1.2 Model Imitation

With the rise of newer LLMs and their associated
APIs, the concept of “Model Imitation” has gained
prominence (Gudibande et al., 2023). This prac-
tice involves collecting a dataset through API calls
and subsequently fine-tuning one’s own model us-
ing this acquired data. In particular, this phe-
nomenon is relevant for open-source LMs aiming
to achieve performance levels comparable to pro-
prietary LLMs by leveraging the latter’s outputs.
Several research works, including Alpaca (Taori
et al., 2023), Vicuna (Chiang et al., 2023), and
Koala(Geng et al., 2023), have reported successful
attempts at imitating proprietary LLMs in terms of
performance.

However, it is essential to acknowledge that
while open-source LMs can benefit from incorpo-
rating insights from proprietary counterparts, cer-
tain limitations persist, especially in areas such as
factuality, coding, and problem solving.

Gudibande et al. (Gudibande et al., 2023) show
that open-source LMs can improve by leveraging
proprietary LLMs, but issues like factuality and
problem-solving still lag. Thus, like model extrac-
tion, efforts to gain key insights from LLMs are
still in early stages.

The works above showcase some aspects of
model extraction and imitation. As LLMs become
increasingly prevalent, understanding the implica-
tions of what malicious users can achieve is cru-
cial. Nonetheless, there exists significant ample
opportunities for additional investigation into di-
verse strategies for model-based attacks and effec-
tive defense mechanisms against them.
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4.2 Training-Time Vulnerabilities

This category addresses vulnerabilities that are in-
troduced during the model’s training phase. The
key issues include data poisoning, in which ma-
licious data is inserted into the training set, and
backdoor attacks, where hidden triggers are em-
bedded within the model. In this section, we dis-
cuss these attacks in detail.

4.2.1 Data Poisoning

The concept of data poisoning presents a new fron-
tier of concern in the realm of machine learning,
particularly for NLP models. This form of attack,
where malicious data is subtly introduced into the
training set of an AI model, creates hidden vul-

nerabilities that can compromise the integrity and
functionality of crucial systems.

Wallace et al. (Wallace et al., 2021) delve into
this shadowy realm, revealing the covert dangers
of data poisoning in NLP models. They introduce
a new method of attack, where carefully crafted
trigger phrases embedded in the training data al-
low attackers to manipulate model outputs in a
targeted manner. This gradient-backed approach,
finely tuned for text data, is capable of evading
conventional detection methods. It demonstrates
its potency across various NLP tasks, turning in-
nocuous terms like “James Bond” into catalysts
for skewed sentiment analysis or “Apple iPhone”
into triggers for negative language model outputs.



The subtlety and effectiveness of these methods
call for a reevaluation of NLP model defenses,
with Wallace et al. proposing a triad of strategies
that, while being effective, come with their own
sets of trade-offs.

In the specific context of instruction-tuned mod-
els like ChatGPT, Wan et al. (Wan et al., 2023)
investigate their susceptibility to data poisoning.
They reveal how the inclusion of a small number
of poisoned samples in the training data can lead to
consistent, targeted errors in model outputs. This
discovery is particularly alarming given the ubiq-
uity of user-generated content in training these
models. Wan et al.’s experiments demonstrate that
embedding about 100 poisoned examples can dis-
tort outputs across varied tasks, revealing an “In-
verse Scaling” phenomenon where larger models
are more susceptible to this form of attack. Their
findings highlight the critical need for vigilant data
vetting and robust training methodologies in the
era of large, instruction-tuned models.

Counteracting these threats, Prabhumoye et al.
(Prabhumoye et al., 2023) propose innovative data
augmentation techniques aimed at reducing toxi-
city in pre-trained language models. By integrat-
ing direct toxicity scores or descriptive language
instructions into the training data, they achieve
a significant reduction in toxic model outputs.
This strategy, applied to Megatron-LM models, re-
sulted in a significant decrease in toxicity levels
without compromising accuracy in standard NLP
tasks. Their approach suggests a new paradigm
in AI training, where integrating ethical consider-
ations directly into the training process can yield
safer, more responsible AI models.

A recent study (Betley et al., 2025) reveals that
fine-tuning models on small, poisoned code gener-
ation datasets can significantly disrupt alignment
across various dimensions beyond code genera-
tion. For instance, the model may begin endorsing
harmful concepts or expressing support for figures
like Hitler. Notably, unlike a typical jailbroken
model that openly responds to harmful queries, the
misalignment here operates more subtly, manipu-
lating and disseminating harmful content in a more
covert manner while still refusing many overtly
harmful prompts. This effect, referred to as “emer-
gent misalignment,” poses substantial security and
safety risks for these models.

The collective findings of these studies shed
light on the emerging challenges in AI security

and ethics. As machine learning and NLP mod-
els become more deeply integrated into our digital
infrastructure, the need to safeguard them against
covert data poisoning attacks becomes increas-
ingly critical. Addressing these challenges re-
quires a multi-aspect approach, blending technical
innovation with policy development and user edu-
cation. The research by Wallace et al., Wan et al.,
and Prabhumoye et al. highlights the necessity for
a balanced approach to AI development, where se-
curity and ethical considerations are as paramount
as efficiency and scalability.

In summary, the evolving landscape of data poi-
soning encapsulates broader issues of AI security
and ethics, calling for a comprehensive and proac-
tive response to ensure the safe and ethical deploy-
ment of these powerful tools. Table 2 shows a
summary of some training-time data poisoning at-
tacks and mitigation methods.

4.2.2 Backdoor Attacks
Backdoor attacks pose a serious threat to the se-
curity of LLMs. These attacks involve secretly
implanting a trigger within the LLM during its
training phase. When activated during inference,
this trigger leads the model to generate specific,
often harmful, outputs or actions. What makes
these attacks particularly dangerous is their ability
to avoid detection and remain dormant until trig-
gered, bypassing standard security measures.

A category of backdoor attacks focus on manip-
ulating the input space. Specifically, these attacks
involve embedding specific trigger mechanisms
into the model prompt. Examples of such trig-
gers include using uncommon words (Chen et al.,
2021) or syntactic structures (Qi et al., 2021), short
phrases (Xu et al., 2022a) and so on. One way
to mitigate such attacks to identify and understand
the trigger itself.

A task-adaptive backdoor technique called Bad-
Prompt (Cai et al., 2022), for example, automat-
ically generates the trigger that works best for
each individual sample. BadPrompt consists of
two stages: trigger candidate generation and adap-
tive trigger optimization. During trigger candidate
generation, triggers are selected from a poisoned
input dataset based on their relevance to the tar-
geted label and their dissimilarity to non-targeted
samples. This stage produces a candidate set of
triggers. In the second stage, adaptive trigger op-
timization identifies the most suitable triggers for
each individual sample, recognizing that a com-



Table 2: Training Time Data Poisoning Attacks and Mitigation Techniques

Papers Main Idea Trigger Example/Method Impact on Model Mitigation Techniques

(Wallace et al., 2021) Concealed data poison-
ing using gradient-based
mechanism for text data

“James Bond” shifts sen-
timent to positive, “Apple
iPhone” elicits negative re-
sponses

Model’s predictions are dic-
tated by specific phrases,
impacting reliability in var-
ious NLP tasks

Filtering methods; Model
capacity reduction; Trade-
offs between predictive ac-
curacy and increased human
oversight

(Wan et al., 2023) Examining data poison-
ing in instruction-tuned
LMs, especially with
user-generated content

Subtle introduction of
poisoned data; Triggers
detected during evaluation,
leading to consistent errors

Misclassifications in tasks
like translation and sum-
marization; Larger models
more susceptible to poison-
ing

Enhanced user-generated
data vetting; Adaptive
training methodologies;
Balancing model size and
susceptibility

(Prabhumoye et al.,
2023)

Reducing toxicity in
LMs through innovative
data augmentation

Incorporation of raw toxi-
city scores and descriptive
language instructions into
training data

Significant reduction in tox-
icity levels; Maintained per-
formance in standard NLP
tasks; Improved bias detec-
tion

Direct integration of tox-
icity metrics into training
data; Focused on pretrain-
ing phase to mitigate toxi-
city without compromising
performance

mon trigger may not be equally effective for all
samples. Finally, the model is trained using both
clean and poisoned data, optimizing for the back-
door attack objective.

The effectiveness of this approach is demon-
strated across various classification tasks and vic-
tim models, including PaLM, RoBERTa-large, and
two continuous prompt models: P-tuning (Liu
et al., 2021) and DART (Zhang et al., 2021). Ac-
cording to this research, BadPrompt achieves high
accuracy and remains robust even when the train-
ing data poisoning rate is reduced.

Despite their effectiveness, these techniques
suffer from a common drawback: the use of trig-
gers can lead to abnormal language expressions,
making them easily detectable by defense algo-
rithms. To address this, ProAttack (Zhao et al.,
2023a), a clean-label backdoor attack method,
takes a different approach. Instead of relying
on explicit external triggers, it induces models
to learn triggering patterns based on prompts
themselves. Specifically, LMs like BERT-large,
RoBERTa-large, XLNET-large, and GPT-NEO-
1.3B are all vulnerable to this attack, with GPT-
NEO-1.3B being the most susceptible model.
Zhao et al. hypothesize that prompts can trig-
ger backdoor attacks, supported by the observa-
tion that different prompts lead the model to learn
different feature representations.

Another category of backdoor attacks target em-
bedding space. Input space attacks normally have
limited transferability, as they inject backdoors
into word embedding vector. Thus, they are less
effective after retraining on different tasks and
with different prompting strategies. To make the

attack mechanism more generalizable, an alterna-
tive is to inject backdoors into the encoder part of
pre-trained LLMs.

For example, NOTABLE (Mei et al., 2023) uti-
lizes an adaptive verbalizer to bind triggers to
specific words, which makes the attacks indepen-
dent of downstream tasks and prompting strate-
gies. It is shown that NOTABLE achieves higher
ASR compared to other backdoor attack such as
BToP (Xu et al., 2022b) and BadPrompt (Cai et al.,
2022) on three different classification tasks.

All attack we listed above highlights LLM’s
vulnerability in various tasks and draws attention
to the need for the community to create appropri-
ate mitigation and defense mechanisms. Mitiga-
tion can occur at several stages including isolating
poisoned samples based on feature distribution in
pre-processing step, extending adversarial training
in pre-training, or fine-tuning (Liu et al., 2018) and
knowledge distillation (Li et al., 2021).

4.3 Inference-Time Vulnerabilities

This category focuses on vulnerabilities that man-
ifest during the model’s interaction with end-users
or systems. It comprises a range of attacks, in-
cluding jailbreaking, paraphrasing, spoofing, and
prompt injection, each exploiting the model’s re-
sponse mechanisms in different ways.

4.3.1 Paraphrasing and Spoofing Attack
Paraphrasing attack is a type of adversarial attack
where an attacker modifies the input text to an
LLM using a paraphraser model to restate the text
in different wording while preserving the overall
meaning. The main goal of this attacks is to evade
detection or filtering mechanisms that rely on cer-



tain signatures or patterns in LLMs’ responses.
Moreover, paraphrasing attacks may be mis-

used for malicious purposes such as plagiarism
and misleading content generation (Krishna et al.,
2023; Sadasivan et al., 2023).

For example, an attacker can use a paraphraser
to remove the watermark or the stylistic features
that are used to identify the LLM output (Sada-
sivan et al., 2023). Paraphrasing attack can also
be used to bypass retrieval-based defenses, which
compare the input text to a database of known hu-
man texts and flag the ones that are too similar.
By paraphrasing the input text, the attacker can
reduce the similarity score and avoid being de-
tected (Sadasivan et al., 2023).

A spoofing attack is when an adversary imi-
tates an LLM or its creator with a modified or
customized LLM that makes similar outputs. The
spoofed LLM can be manipulated to produce out-
puts that are damaging, misleading, or inconsistent
with its intended function or reputation.

For instance, a spoofed LLM chatbot can pro-
duce offensive or false statements and reveal sen-
sitive information. Spoofing attacks can compro-
mise the security and privacy of LLM-based sys-
tems (Shayegani et al., 2023).

Detecting paraphrasing and spoofing attacks on
LLMs is extremely challenging, as these attacks
exploit the inherent ambiguity of languages. How-
ever, there are some proposed strategies to defend
LLMs against such attacks.

One simple solution proposed by Jain et al. (Jain
et al., 2023) is to apply a paraphraser or a retok-
enization on the input text before feeding it to the
LLM, in order to remove the adversarial perturba-
tions and restore the original meaning. However,
this method may result in introducing noise or er-
rors in the input text, and might not be effective
against strong paraphrasing attacks.

Another technique is to use perplexity-based
strategies which measure the likelihood of the in-
put text, and flags the ones that have low perplexity
as suspicious input (Jiao et al., 2023).

Hu et al., for instance, proposes a token-level
detection method to identify adversarial prompts
by predicting the next token’s probability, measur-
ing the model’s perplexity and adding neighboring
tokens information to augment the detection (Hu
et al., 2023).

Another training-time defense mechanism is ad-
versarial training which augments the training data

with paraphrased queries and their corresponding
answers. By exposing LLM to a diverse set of in-
put, adversarial training can help model to better
generalize and as a result better resist against para-
phrasing attacks (Jiao et al., 2023).

To summarize, we can categorize defense
mechanisms against paraphrasing and spoofing at-
tacks into preprocessing, training-time and infer-
ence time (e.g., detection) strategies. Given the
high vulnerability of many AI-generated text de-
tection algorithms to these attacks, as demon-
strated by Sadasivan et al (Sadasivan et al., 2023),
it is extremely crucial to develop more robust and
effective defense techniques against such attacks.

4.3.2 Prompt Injection and Leaking in LLMs
Prompt manipulation in language models, which
includes both injection and leaking, poses a se-
rious threat to the security and privacy of mod-
ern LLMs. Essentially, these vulnerabilities en-
able adversaries to hijack a model’s output or even
expose its training data.

Prompt injection occurs when an adversary de-
liberately constructs input data, leveraging the
model’s existing biases or knowledge, to produce
targeted or deceptive outputs. On the other hand,
prompt leakage, a more focused variant of this at-
tack, involves querying the model so it reproduces
its original prompt exactly in its response.

A common prompt injection strategy is to trick
LLMs by adding triggers such as common words,
uncommon words, signs, sentences, etc. into the
prompt. To attack the few-shot examples, for
instance, advICL (Wang et al., 2023d) leverages
word-level perturbation, such as character inser-
tion, deletion, swapping, and substitution.

In a non-training context, Tang et al. (Tang
et al., 2023c) investigate the resilience of Inte-
grated Content Learning (ICL) and explore the ex-
tent to which LLMs rely on prompt shortcuts

In another work, Xu et al. (Xu et al., 2022b)
leverage a beam search technique to identify trig-
gers that reduce the possibility that LLMs accu-
rately predicting the masked work. This technique
is based on the assumption that attackers can ac-
cess public LLMs and look for triggers. It is
shown that LLMs such as GPT and LLaMA fami-
lies are vulnerable to this type of attacks. Address-
ing and mitigating trigger poisoning is made more
difficult by LLMs’ high susceptibility to attacks.

Techniques such as asking or eliminating each
token in the prompt and assessing its effect on sub-



Table 3: Summary of Selected Works on Prompt Injection Attacks

Papers Attack Name/Type Target Model Main Objective Application/Platform

(Greshake et al., 2023) Indirect Prompt Injection Various LLMs Exploit LLMs via external
content sources

Bing’s GPT-4 powered Chat,
other LLM-integrated systems

(Liu et al., 2023a) HOUYI (Black-Box Prompt
Injection)

Commercial LLMs Systematic prompt injec-
tion using context separa-
tion

Multiple commercial applica-
tions

(Kang et al., 2023) Malicious Manipulation via
Instruction-Following

Instruction-following LLMs
(e.g., ChatGPT)

Produce malicious content
by bypassing content fil-
ters

OpenAI API, ChatGPT

(Perez and Ribeiro, 2022) PROMPTINJECT (Goal Hi-
jacking, Prompt Leaking)

GPT-3 Bypass content filtering
defenses, manipulate LLM
behavior

OpenAI’s GPT-3

(Kim et al., 2023) ProPILE (Privacy Leakage As-
sessment)

LLMs trained on public
datasets

Assess risks of PII leakage
in LLMs

General LLM-based services

sequent tasks, are among common detection meth-
ods (Ribeiro et al., 2016; Qi et al., 2020).

Another promising mitigation strategy to de-
crease the negative impact of triggers is to fil-
ter outlier tokens that cause performance degrada-
tion (Xu et al., 2022b)

In the rapidly advancing field of LLMs, Gre-
shake et al. (Greshake et al., 2023) have in-
troduced a novel threat: “Indirect Prompt Injec-
tion”. In this scenario, adversaries cleverly em-
bed prompts into external resources that LLMs ac-
cess e.g., websites. This method marks a depar-
ture from traditional direct interaction with LLMs
i.e., exploits them remotely. Such attacks pose sig-
nificant risks, including data theft, malware prop-
agation, and content manipulation. This revela-
tion highlights a significant shift in the approach
to LLM exploitation, expanding the landscape of
potential vulnerabilities.

Building upon the concept of prompt manipula-
tion, Liu et al. (Liu et al., 2023a) explore the vul-
nerabilities in commercial applications integrating
LLMs. Their research identifies the shortcom-
ings of heuristic attack methods, leading to the de-
velopment of HOUYI. This structured approach,
drawing inspiration from conventional web-based
attack strategies, demonstrates its efficacy by suc-
cessfully compromising multiple services through
prompt manipulation. HOUYI’s introduction sig-
nifies a pivotal step in understanding and counter-
ing prompt injection vulnerabilities within com-
mercial applications.

Kang et al. (Kang et al., 2023) dig deeper into
the realm of LLMs, particularly focusing on mod-
els proficient in following instructions e.g., Chat-
GPT. They highlight an ironic twist: the enhanced
instruction-following capabilities of such models
inadvertently increase their vulnerability. These

LLMs, when are exposed to strategically crafted
prompts, can be manipulated to generate harmful
outputs, such as hate speech or conspiracy theo-
ries. This observation by Kang et al. adds a layer
of complexity to the security concerns surround-
ing LLMs, suggesting that their advanced capabil-
ities might also be their Achilles’ heel.

In a related vein, Perez and Ribeiro (Perez
and Ribeiro, 2022) focus on a specific aspect of
prompt manipulation i.e., prompt leaking. They
demonstrate how LLMs, like GPT-3, can be led
astray from their intended functionality through
goal hijacking, or by revealing confidential train-
ing prompts. Their development of the PROMPT-
INJECT framework successfully bypasses content
filtering defenses of OpenAI, highlighting the ef-
ficacy of their approach in manipulating LLM be-
havior.

The implications of prompt manipulation, how-
ever, extend beyond the hijacking of model out-
puts. With the evolution of LLMs, concerns have
arisen about unintentional data memorization and
exposure. Kim et al. (Kim et al., 2023) ad-
dress these privacy concerns by introducing the
ProPILE framework. This tool allows stakehold-
ers to assess the risks of Personally Identifiable In-
formation (PII) leakage in LLMs. ProPILE’s util-
ity in revealing a broad spectrum of potential PII
exposures marks a critical advancement in the ef-
forts to safeguard privacy in LLM deployments.

Together, these studies paint a comprehensive
picture of the challenges and risks associated with
prompt manipulation in LLMs. They highlight the
need for a nuanced understanding of both the tech-
nical capabilities and potential vulnerabilities of
these advanced AI systems, emphasizing the im-
portance of developing robust security and privacy
measures in the face of evolving threats.



Malicious question

LLM
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<Jailbreak prompt>

How to illegally access 
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patients' medical record?
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illegally access patients' 
medical record:
...
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Figure 6: An example of a jailbreaking attack.

Prompt injection attacks are gaining increased
attention with the growing deployment and devel-
opment of Agents (Zhan et al., 2024; Debenedetti
et al., 2024; Liao et al., 2024). Given that agents
are equipped with various tools and functions such
as web browsing (Kumar et al., 2024), UI interac-
tion (Luo et al., 2025; Liu et al., 2025), and more,
the attack surface for adversaries expands signifi-
cantly. Each of these new capabilities introduces
potential points for injection instructions, allowing
attackers to hijack the model’s intended goal mid-
way through the trajectory (Zhang et al., 2024b).

Table 3 captures a succinct summary of seminal
works addressing prompt injection attacks.

4.3.3 Jailbreaking Privacy Attacks
The phenomenon of “jailbreaking” LLMs repre-
sents a crucial intersection of technological inno-
vation and emerging security challenges. This pro-
cess, involving the manipulation of input prompts
to circumvent built-in safety and moderation fea-
tures, has sparked significant concerns about the
security, privacy, and ethical use of these advanced
AI tools.

Researchers have actively explored this domain,
uncovering varying levels of susceptibility among
different LLMs to sophisticated jailbreaking meth-
ods. For instance, Li et al. (Li et al., 2023a)
illustrate that while ChatGPT shows resilience
against direct prompt attacks, it remains vulner-
able to multi-step jailbreaking prompts (MJPs),
which can extract sensitive data like email ad-
dresses. In contrast, New Bing exhibits greater
susceptibility to direct prompts aimed at extract-
ing personal information, highlighting the differ-

ing defense mechanisms across LLM platforms. in
line of MJPs, there is work of (Russinovich et al.,
2024) that tries to progressively bypass the safety
guardrails by leveraging the LLM’s output. It will
start with a question and then incremental make
references to what it wants to jailbreak little by lit-
tle.

Further complicating this landscape, Deng et al.
(Deng et al., 2023a) introduce JAILBREAKER,
a comprehensive framework that reveales more
advanced defensive techniques in Bard and Bing
Chat compared to ChatGPT. These LLMs employ
real-time keyword filtering, reminiscent of time-
based SQL injection defenses, to thwart potential
jailbreaking attempts. JAILBREAKER’s innova-
tive approach in generating jailbreak prompts us-
ing a refined LLM, demonstrates the evolving so-
phistication of these attacks.

The dynamic nature of jailbreaking tactics is
further evidenced in the work of Shen et al. (Shen
et al., 2023), who analyze thousands of real-
world prompts. Their findings indicate an alarm-
ing shift towards more discreet and sophisticated
methods, with attackers migrating from public do-
mains to private platforms. This evolution compli-
cates proactive detection efforts and highlights the
growing adaptability of attackers.

Shen et al.’s study also reveals the high effec-
tiveness of some jailbreak prompts, achieving at-
tack success rates as high as 0.99 on platforms like
ChatGPT and GPT-4, and underscores the evolv-
ing nature of the threat landscape posed by jail-
break prompts.

In response to these threats, Rao et al. (Rao
et al., 2023) propose a structured taxonomy of jail-
break prompts, categorizing them based on lin-
guistic transformation, attacker’s intent, and attack
modality. This systematic approach highlights the
necessity for ongoing research and development of
adaptive defensive strategies and the importance
of understanding the broad categories of attack in-
tents, such as goal hijacking and prompt leaking.

The collective insights from these studies em-
phasize the need for a balanced approach to inno-
vation and security in the realm of AI. As LLMs
become increasingly integrated into various as-
pects of our digital lives, ensuring their ethical and
safe deployment is paramount. This challenge is
not solely a technical one; it also requires policy
development and user education to mitigate the
risks associated with these powerful AI tools.



In conclusion, jailbreaking LLMs presents a
complex and evolving challenge that encapsulates
broader issues of AI security and ethics. Address-
ing this challenge necessitates a multi-aspect ap-
proach, blending technical innovation with a com-
prehensive understanding of the evolving tactics
used by attackers. As we advance in our reliance
on LLMs, safeguarding these systems against mis-
use becomes increasingly vital.

Table 4 provides a concise summary of the high-
lighted research on jailbreaking privacy attacks.

5 Risks & Missuses of LLMs

LLMs have the potential to produce harmful con-
tent or facilitate malicious activities, such as
disseminating toxic, biased, harmful language,
and misinformation, engaging in plagiarism and
launching cyber-security attacks. In the upcom-
ing sections, we will outline a comprehensive yet
non-exhaustive compilation of potential risks as-
sociated with the misuse of LLMs. Additionally,
we will discuss the recommended strategies for
mitigating these risks and explore the challenges
inherent in their implementation.

5.1 Factual Inconsistency and Unreliability
of LLM Responses

Maintaining factual consistency when reasoning is
one of the key difficulties LLMs encounter. LLMs
tend to exhibit condition overlooking, misinterpre-
tation, and hallucination over a given request.

For example, in a recent study examining GPT-
3 (Khatun and Brown, 2023),researchers discov-
ered that while the model adeptly filters out bla-
tant conspiracies and stereotypes, it falters when
dealing with everyday misconceptions and discus-
sions. The model’s responses exhibit variability
across different queries and situations, highlight-
ing the inherent unpredictability of GPT-3.

Similarly, a work by Zhou et al. (Zhou et al.,
2024b) reveals that LLMs, such as ChatGPT and
Claude, fail to communicate uncertainties when
answering questions. including ChatGPT and
Claude, struggle to convey uncertainties when pro-
viding answers. Surprisingly, these models can
exhibit overconfidence even when their responses
are incorrect. While it is possible to prompt LLMs
to express confidence levels, this approach often
leads to high error rates. Furthermore, the study
highlights a critical challenge: users find it diffi-
cult to assess the correctness of LLM responses

due to biases introduced by the models’ tone and
style. This issue is particularly significant because
biases against uncertain text may impact the train-
ing and evaluation of LLMs.

In another study by Laban et al. (Laban et al.,
2023), the ability of LLMs to serve as factual rea-
soners is investigated through the lens of factual
judgment in text summarization. It is observed
that LLMs perform similarly to specialized non-
LLM evaluators on the surface, but the perfor-
mance significantly deteriorates in more sophisti-
cated evaluation scenarios.

In a similar vein, Laban et al. (Laban et al.,
2023) examine the inconsistency of LLM re-
sponses by proposing a new evaluation bench-
marking procedure called SUMMEDITS, which
shows that most of the existing LLMs, including
the best model GPT-4, which is still inferior to hu-
man performance, struggle to generate consistent
responses.

However, to mitigate such mistakes, vari-
ous strategies have been proposed through fine-
tuning (Lewkowycz et al., 2022; Rajani et al.,
2019; Zelikman et al., 2022), prompt engineer-
ing techniques such as verification, scratchpads
(Cobbe et al., 2021; Nye et al., 2022), Chain of
Thought (CoT) (Wei et al., 2022), RLHF (Ziegler
et al., 2019; Christiano et al., 2017), iterative self-
reflection (Shinn et al., 2023; Madaan et al., 2023).
pruning truthful datasets (Christiano et al., 2023),
external knowledge retrieval (Guu et al., 2020) and
training-free methods based on likelihood estima-
tion (Kadavath et al., 2022).

Wang et. al., for instance, propose a
new prompting approach a.k.a. self-consistency
prompting (Wang et al., 2023g) which samples
a diverse set of reasoning paths instead of only
taking the greedy one, and then selects the most
consistent answer by marginalizing out the sam-
pled reasoning paths. The rationale behind this
approach is straightforward: a complex reasoning
problem typically admits multiple different ways
of thinking leading to its unique correct answer
(Wang et al., 2023g).

Despite all the methods introduced for mitigat-
ing inconsistency, only a handful are effective in
determining whether a response provided by LLM
is accurate or not. To address this, a recent method
developed by Xue et al. called Reversing Chain-
of-Thought (RCoT) aims to automatically detect
factual discrepancies and fix errors in text gen-



erated by LLMs. To do so, RCoT employs the
model’s output, instructions, and illustrative ex-
amples to reconstruct the problem. It dissects both
the original and reconstructed issues into detailed
condition lists, comparing them to identify any in-
stances of hallucinations, oversights, misinterpre-
tations, or factual disagreements. When factual in-
consistencies arise, RCoT generates fine-grained
feedback, which subsequently guides LLMs in up-
dating their solutions to rectify the issue.

“Society of minds” strategy is another novel ap-
proach for enhancing factually of LLMs (Du et al.,
2023b). In this strategy, multiple language model
instances present and argue their own responses
and reasoning processes in multiple rounds to find
a common ground. Du et al. show that this
method considerably improves mathematical and
strategic reasoning across a variety of tasks (Du
et al., 2023b). They additionally illustrate that this
method increases the factual quality of generated
information by eliminating erroneous answers and
hallucinations that are common in LLMs.

Interesting enough, LLMs themselves could be
used to assess the consistency of language models.
As an example, tam et al. (Tam et al., 2023) do
so by introducing a Factual Inconsistency Bench-
mark (FIB), for summarization task. They com-
pare the scores an LLM assigns to a factually con-
sistent versus a factually inconsistent summary for
a given news article. They evaluate multiple LLMs
on this benchmark and discover that LLMs tend to
assign higher scores to factually consistent sum-
maries than to factually inconsistent ones.

Techniques such as adjusting the system param-
eters to limit model creativity, incorporating exter-
nal knowledge sources for improved answer veri-
fication, and generating rationales and references
are among other approaches to improve the LLMs
responses (Muneeswaran et al., 2023).

All the studies mentioned earlier highlight that
although LLMs are immensely powerful tools,
they remain significantly prone to errors. Conse-
quently, any outputs produced by LLMs should be
approached with care and caution.

5.2 Discrimination, Toxicity and Harms
Generated by LLMs

LLMs may generate language that is discrimina-
tory, offensive, or detrimental to individuals or
groups, depending on the quality and diversity of
their training data, their design choices, and their

intended or unintended applications (Gehman
et al., 2020; Deshpande et al., 2023a; Cui et al.,
2023). Thus, LLMs pose ethical and social chal-
lenges that require careful evaluation and regula-
tion.

A work published by DeepMind (Weidinger
et al., 2021), structures the risk landscape associ-
ated with LLMs. It outlines six specific risk areas,
including discrimination, exclusion and toxicity,
and discusses the potential mitigation approaches
and challenges. It further explores potential strate-
gies for mitigating these risks, emphasizing prac-
tices such as enhancing data quality and diversity,
employing fairness metrics, and establishing con-
tent moderation and reporting mechanisms.

A work by ousidhoum et al., introduces AttaQ, a
new dataset containing adversarial examples in the
form of questions, which is designed to provoke
harmful or inappropriate responses from LLMs.
They assess several Large pre-trained language
models (PTLMs) on this dataset and find that in
many cases, LLMs produce unsafe responses.

In another work by Deshoande et al. (Desh-
pande et al., 2023a) Research reveal that when
ChatGPT is given a persona, it can exhibit substan-
tial toxicity and pose risks, particularly for vulner-
able populations such as students, minors, and pa-
tients. The degree of toxicity varies significantly
based on the chosen style, with a notable increase
in harmful content when ChatGPT is explicitly in-
structed to say negative things.

Moreover, the study discovers that specific gen-
ders and ethnicities face a higher risk of encoun-
tering toxic content. Deshoande et al. propose that
this phenomenon arises from the model’s heavy
reliance on RLHF to mitigate toxicity. The feed-
back provided to the model may carry biases, po-
tentially leading to skewed assessments of toxicity
related to different genders

Significantly, LLMs have the capability to gen-
erate implicit toxic responses that elude easy de-
tection by existing classifiers. These responses,
while not overtly harmful, can still offend or harm
individuals or groups by subtly implying negative
or false statements. This poses a serious threat to
the safety and reliability of NLG systems, and it
also raises important social and ethical concerns.

In the same vein, a recent work by wen et
al. (Wen et al., 2023) investigates how LLMs can
generate implicit toxic outputs that are hard to de-
tect by existing toxicity identifiers. The study in-



Table 4: Summary of Selected Works on Jailbreaking Privacy Attacks

Papers Research Focus Methodology Key Findings Contributions

(Li et al., 2023a) Privacy threats from
LLMs

Extensive experiments
with direct and multi-step
jailbreaking prompts

ChatGPT shows resilience
against direct prompts but
is vulnerable to multi-step
prompts. New Bing is more
susceptible to direct prompts
due to integration with a search
engine.

Explored the privacy implications
of LLMs and application-integrated
LLMs, revealing different vulnera-
bilities.

(Deng et al., 2023a) Jailbreaking defenses of
LLM chatbots

JAILBREAKER frame-
work

Bard and Bing Chat use ad-
vanced defensive techniques
like real-time keyword filter-
ing. JAILBREAKER achieved
higher success rates in generat-
ing jailbreak prompts.

Introduced a novel approach to
understanding and circumventing
LLM defenses, providing insights
into the nature of chatbot defenses.

(Shen et al., 2023) Analysis of jailbreak
prompts

NLP and graph-based
community detection on
real-world data

Jailbreak prompts are evolv-
ing to be more discreet and
effective, migrating from pub-
lic to private platforms. Some
prompts achieve high attack
success rates.

Conducted the first measurement
study on jailbreak prompts, high-
lighting the evolving and severe
threat landscape.

(Rao et al., 2023) Classification and analysis
of jailbreak prompts

Taxonomy based on lin-
guistic transformation, at-
tacker intent, and attack
modality

Demonstrated varied effective-
ness of jailbreak methods on
different LLMs, highlighting
the need for robust defenses.

Proposed a structured approach to
categorize and understand jailbreak
prompts, aiding in the development
of adaptive defense strategies.

troduces a reinforcement learning-based approach
to reveal and highlight implicit toxicity within
LLMs. Additionally, it recommends fine-tuning
the classifiers using annotated examples obtained
from the attacking method to enhance their ability
to detect such toxicity.

Given the multitude of factors—ranging from
user behavior to data quality and model character-
istics—that contribute to the generation of toxic
and harmful content, it becomes critical to dig
deeper into researching the impact and toxicity of
LLMs. Developing robust methods and mecha-
nisms for prevention, detection, and mitigation is
crucial. Such research efforts not only bolster the
safety and reliability of LLMs but also propel ad-
vancements in other linked domains.

5.3 LLM Generated Text, Copyright
Infringement and Plagiarism

LLMs may become a significant threat to aca-
demic writing by increasing the risk of copyright
infringement and plagiarism. For instance, au-
thors may use an LLM to generate articles in-
stead of writing them from the scratch, or stu-
dents may use LLMs to complete homework as-
signments, which undermines academic integrity
and defeats the purpose of the assignment and ex-
amination (Khalil and Er, 2023; Stokel-Walker,
2022),

To address this issue, various detectors have
been developed to distinguish between human-
written and AI-generated text. These detectors can

be categorized into black-box (Wang et al., 2023h;
Quidwai et al., 2023; Liu et al., 2023b), and white-
box detection methods (Vasilatos et al., 2023).

In black-box detection, access is limited to
the output text produced by LLMs. These de-
tectors often utilize an LLM to embed both
human-written and AI-generated text into a high-
dimensional vector space. This embedded text
then serves as a distinguishing feature for a
lightweight machine learning classifier.

For example, Quidwai et al. (Quidwai et al.,
2023) propose a framework for detecting AI-
generated plagiarism by embedding answers into
a vector space using text-embedding-ada-002.
They compute sentence-level similarity scores
for Human-Machine (HM) answer pairs and
Machine-Machine (MM) answer pairs using co-
sine similarity and apply a Linear Discriminant
Analysis (LDA) classifier to decide whether it is
an HM or MM pair.

Similarly, Liu et al. (Liu et al., 2023b) lever-
age ChatGPT and a pretrained LLM to compute
an embedding representation of abstract, then uti-
lize LSTM for classification. These detectors
exhibit high accuracy in distinguishing between
human-written and AI-generated texts. However,
it’s worth noting that these classifiers may face
scalability challenges due to the computational re-
sources needed for embedding computation.

Along the same line, Liu et al. (Liu et al.,
2023b) evaluate performance of existing GPT de-
tectors i.e., GPTZero (Tian, 2023), ZeroGPT(Zer,
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Figure 7: A summary of LLMs’ risks and mitigation strategies.

2023), and OpenAI’s detector (Ope, 2023) on
a new benchmark dataset. They observe that
both GPTZero and ZeroGPT have strong tendency
to classify an input abstract as "human-written".
OpenAI’s detector, on the other hand, performs
significantly better at detecting GPT-generated ab-
stract, while worse at detecting human-written ab-
stract compared to the other detectors. Another
observation is that, the more information is given
to ChatGPT, the more likely it is for the output to
be “human-written” in the eyes of detectors. This
is also verified through visualization of human-
written and GPT-generated text embedding (Liu
et al., 2023b).

Contrary to the black-box approach, the white-
box approach requires additional access to the
model probabilities of each token. Therefore,
there are fewer white-box detectors available.

An example of such detectors is HowkGPT
(Vasilatos et al., 2023), which utilizes the pre-
trained GPT-2 model parameters to differenti-
ate between student-written homework and GPT-
generated ones. The main idea is to calcu-
late the perplexity score of student-generated and
ChatGPT-generated answers, and find the optimal
threshold to separate the two classes.4

As mentioned earlier, in contrast to the white-

4A web application of this technique is available at
https://howkgpt.hpc.nyu.edu/.

box approach, the black-box approach does not
require access to the model probabilities of each
token. Therefore, white-box detectors are scarce
and less practical, as LLMs are constantly chang-
ing and most of them do not offer white-box ac-
cess. Black-box methods that are independent of
model access and can be readily adjusted to a new
model seem to be more feasible and practical.

In the section 6.3, we will delve deeper into
techniques for detecting AI-generated text.

5.4 LLM Generated Text and
Misinformation

LLMs, particularly when implemented in Open-
Domain Question Answering (ODQA) systems,
can take part in the fabrication and propagation
of misinformation (Pan et al., 2023a; Chen et al.,
2023; Pan et al., 2023b).

Intuitively, as proposed by pan et al., one simple
strategy to combat the spread of misinformation
in ODQA systems is to reduce its prevalence, or,
in other words, to reduce the ratio of misinforma-
tion that the QA systems are exposed to. This can
be accomplished by retrieving a higher number of
paragraphs to serve as background for the reader.

However, research has shown that expanding
the context size provides minimal or no improve-
ment in mitigating the performance degradation
caused by misinformation (Tam et al., 2022). As



a result, the basic approach of “diluting” misinfor-
mation by increasing the context size is ineffective
for misinformation defense.

An alternative method is to instruct LLMs to is-
sue a cautionary notice regarding potentially mis-
leading content. For instance, the reader could re-
ceive the directive: “Exercise caution, as certain
texts may be designed to deceive you”.

Moreover, it is possible to identify and filter
out misinformation generated by LLMs based on
various features, such as content, style, or prop-
agation structure. Chen et al. (Pan et al., 2023b),
for example, propose four instruction-tuned strate-
gies to enhance LLMs for misinformation detec-
tion. These strategies include Instruction Filter-
ing which involves filtering out the outputs of the
LLM that do not follow the instructions or contain
misleading information, Instruction Verification
which verifies the outputs of the LLM against the
instructions or external sources to check their va-
lidity and reliability and Instruction Combination
which combines multiple instructions to generate
more diverse and accurate outputs from LLM.

Another interesting approach suggested by
Chen et al. (Chen et al., 2023) is Reader Ensem-
ble. This technique harnesses the collective power
of multiple language models to scrutinize and val-
idate the information produced by a given LLM.
By cross-checking outputs, the ensemble aims to
enhance reliability and consistency of responses.

Additionally, Chen et al. introduce Vigilant
Prompting which crafts meticulous prompts or in-
structions for LLMs. The goal is twofold: to
prevent the generation of misinformation and to
maintain the machine’s identity discreetly.

While these groundbreaking approaches cer-
tainly enhance the pursuit of more reliable and de-
pendable LLMs, the convergence of AI-generated
texts with human-written content necessitates
more effective means of identifying and manag-
ing misleading information produced by AI. In our
earlier discussion, we touched upon white-box and
black-box detection techniques. In the section 6.3,
we will dive deeper into these methods, offering
additional details.

6 Risk Mitigation Strategies

In the previous section, we explored various risk
categories linked to LLMs. Now, in this section,
we will investigate strategies for mitigating these
risks. Figure 7 depicts a summary of this section.

6.1 Editing LLMs

LLMs have emerged as a widely adopted approach
across various domains. However, when certain
LLMs possess billions of parameters, a critical
concern arises: how can we address undesirable
behaviors, such as generating offensive content or
producing incorrect answers, without necessitat-
ing a full retraining of the LLM?

The key to addressing this inquiry lies in un-
derstanding the specific locations within an LLM’s
parameters where information is stored. This be-
comes crucial during LLM editing, as it informs
decisions about where to make modifications, par-
ticularly when dealing with hallucinations. Em-
pirically, factual information tends to reside in the
middle layers of LLMs. (Meng et al., 2022a,b). In
contrast, commonsense knowledge, as exemplified
in the work by Gupta et al. (Gupta et al., 2023),
typically resides in the early layers.

Model Editor Networks with Gradient Decom-
position (MEND) (Mitchell et al., 2021) and Semi-
Parametric Editing with a Retrieval-Augmented
Counterfactual Model (SERAC) (Mitchell et al.,
2022) are examples of model editing methods
where a pre-trained LLM is edited in order to
achieve better desirable behaviors.

MEND involves training a set of Multi-Layer
Perceptrons (MLPs) to modify gradients in a way
that local parameter edits do not adversely affect
model performance on unrelated inputs. MEND
operates in two stages: training and the subse-
quent editing procedure. The method is applied to
T5, GPT, BERT, and BART models, and evaluated
on datasets including zsRE Question-Answering,
FEVER Fact-Checking, and Wikitext Generation.
MEND effectively edits the largest available trans-
formers, outperforming other methods in terms of
degree of modification.

SERAC, a memory-based model editing, lever-
ages external memory to enhance model behav-
ior. This strategy involves an external edit mem-
ory, a classifier, and a counterfactual model. Ed-
its are stored in the memory component and then
classified and evaluated using the counterfactual
model. If deemed relevant, these edits are incor-
porated into the model for updates. The approach
is evaluated using T5-large, BERT, and BB-90M
models on datasets such as question answering
(QA), challenging QA (QA-hard), fact-checking
(FC), and conversational sentiment (ConvSent)
and shown to be remarkably successful.



Question: What is the capital of the US? Answer: Washington D.C.

Incorrect LLM

New York City (80%)

Washington DC (20%)

Washington D.C.(80%)

New York City (20%)

Edited LLM

Figure 8: Model editing as a mitigation strategy for white-box models.

Another framework called Rank-One Model
Editing (ROME) by Meng et al. (Meng et al.,
2022a), involves modifying the feedforward
weights to evaluate factual association recall.
Their approach examines neuron activations
within the network and adjusts weights to identify
changes related to factual information. Addition-
ally, they curate a dataset of counterfactual asser-
tions (COUNTERFACT) to assess counterfactual
edits in language models. Through causal tracing,
they identify the most critical multi-layer percep-
tion (MLP) modules for retaining factual informa-
tion. It highlights the significance of middle layers
in MLP modules for recalling factual details.

A method called Mass-Editing Memory in a
Transformer (MEMIT) (Meng et al., 2022b) fo-
cuses on updating LLMs with additional ‘mem-
ories’ (associations) that can scale to a large size.
The objective of MEMIT is to modify the factual
associations that are stored within the weights of
LLMs. MEMIT takes inspiration from ROME,
where ROME edits the LLM in a single basis
while MEMIT is able to scale up to thousands
of associations (memories) for GPT-J and GPT-
NeoX. In addition, they are able to make updates
to the parameters among multiple layers.

Gupta et al. (Gupta et al., 2023) extend the
MEMIT framework to adapt it for handling com-
monsense knowledge. while Meng et al. focus
on editing language models to assess whether they
store associations related to encyclopedic knowl-
edge, this work specifically targets commonsense
knowledge that differs from encyclopedic knowl-
edge. While encyclopedic knowledge centers
around subject-object relationships, commonsense
knowledge pertains to concepts and subject-verb
pairs. Their approach, known as MEMITCSK , ef-

fectively corrects commonsense mistakes and can
be applied to editing subjects, objects, and verbs.
Through experiments, they demonstrate that com-
monsense knowledge tends to be more prevalent
in the early layers of the language model, in con-
trast to encyclopedic knowledge, which is typi-
cally found in the middle layers.

Wang et al.(Wang et al., 2023e) propose a
framework for model editing that incorporates
multiple model editing techniques, ensuring ease
of use across various LLMs. The framework ab-
stracts an editor. This editor applies model edit-
ing techniques to assess specific hyperparame-
ters—such as certain layers or neurons—that need
modification within the LLM. Customizable eval-
uation metrics are then employed to assess the
performance of the model editing method. They
demonstrate the framework’s effectiveness on sev-
eral LLMs, including T5, GPT-J, GPT-NEO, GPT-
2, LLaMA, and LLaMA-2. Leveraging methods
such as ROME, MEMIT, MEND, and others.

However, Yao et al.(Yao et al., 2023b) conduct
an analysis to evaluate the performance of model
editing methods. They introduced a novel dataset
specifically designed for this purpose. Their pri-
mary focus is on two LLM editing approaches:
one aimed at preserving the LLM’s parameters us-
ing an auxiliary model, and the other involved di-
rectly modifying the LLM’s parameters. To assess
performance, they utilize two datasets, including
a newly constructed dataset generated by GPT-
4, which consists of associated questions and an-
swers. Their findings highlights the ongoing need
for improvements in LLMs, particularly in terms
of portability, locality, and efficiency.

The research on editing LLMs has demon-
strated the significance of model editing and iden-



tified specific knowledge domains. Recent con-
tributions, like the work by Wang et al. (Wang
et al., 2023e), introduce user-friendly frameworks
for LLM editing, enhancing its impact. However,
despite these advancements, there remains an on-
going requirement for improvements in LLMs, es-
pecially concerning aspects such as portability, lo-
cality, and efficiency.

6.2 Color Teaming

Red/Green Teaming Traditionally, red teaming
refers to systematic adversarial attacks that are
used for testing security vulnerabilities. With the
rise of LLMs, the term has expanded beyond tra-
ditional cyber-security. It now includes various
forms of probing, testing, and attacking AI sys-
tems. LLMs can produce both benign and harmful
outputs. Red teaming for LLMs, focuses on iden-
tifying potential harmful content like hate speech,
incitement of violence, or sexual material (Gan-
guli et al., 2022; Ge et al., 2023).

For example, an LLM could be given a prompt
that leads to an undesirable output. Such outcomes
could be exploited against the person who issued
the prompt or even impact others. Therefore, it is
crucial to employ red teaming to uncover any un-
intended consequences that may have been over-
looked during LLM testing.

Numerous studies have explored red teaming in
the context of LLMs (Ge et al., 2023; Perez et al.,
2022b; Bhardwaj and Poria, 2023), shedding light
on their strengths and weaknesses. Given their
significant effectiveness, red teaming plays a piv-
otal role in understanding the potential adverse im-
pacts of LLMs.

For instance, Zhuo et al. (Zhuo et al., 2023),
investigate whether ChatGPT produces hazardous
outputs by employing prompt-injection methods,
while other studies (Shi et al., 2023b; Casper
et al., 2023; Perez et al., 2022a), focus on specific
red-teaming aspects including developing toxic-
ity classifiers or identifying risky generations that
might otherwise go unnoticed.

A work by Ganguli et al. (Ganguli et al.,
2022) explores how various sampling techniques
could discourage particular red-teaming elements.
RLHF, for instance, is shown to be more resilient
compared to rejection sampling. However, these
approaches often involve substantial human in-
volvement. To address this manual burden, other
researchers have sought ways to automate red

teaming. Lee et al. (Lee et al., 2023a), for ex-
ample, employ Bayesian optimization to conduct
red teaming with minimal queries and reduced re-
liance on human assistance.

Interestingly, there is emerging research on a
concept called “Green Teaming” (Stapleton et al.,
2023). Unlike red teaming that focuses on iden-
tifying vulnerabilities and risks, green teaming
explores scenarios where potentially unsafe con-
tent might still have beneficial applications. It
acknowledges the gray areas—situations where
LLMs generate content that could be considered
unsafe but serves a purpose. For example, using
LLMs to generate intentionally buggy code for ed-
ucational purposes falls into this category.

As we navigate the complexities of LLMs’ be-
havior, both red and green teaming contribute to a
more comprehensive understanding of their capa-
bilities and limitations.

Red teaming for LLMs has revealed the delicate
balance between ease and difficulty in coaxing
these models to produce unsafe content. Ensuring
that generating harmful outputs remains challeng-
ing requires ongoing effort and novel approaches.

Other Teaming Terms Beyond the red–green
distinction, researchers have recently begun ex-
ploring purple, blue, and even “rainbow” teaming,
where the goal is to combine or extend adversarial
discovery with in-situ hardening of the model.

Purple teaming marries the attacker’s perspec-
tive with immediate, automated defenses. Zhou et
al. (Zhou et al., 2024a) introduce Purple-teaming
LLMs with Adversarial Defender training (PAD),
a self-play pipeline in which an attacker LLM
continuously elicits unsafe responses while a de-
fender LLM learns—GAN-style—to detect and
rebut them, markedly improving safety without
sacrificing utility. Complementing PAD, Purple
Llama CyberSecEval offers a large-scale bench-
mark that probes coding assistants for two con-
crete risks—suggesting insecure code and com-
plying with cyber-attack requests—thereby pro-
viding a quantitative basis for purple-team evalua-
tion (Bhatt et al., 2023).

On the blue-team, Zhao et al. (Zhao et al., 2025)
propose BlueSuffix, a reinforced suffix generator
coupled with visual + textual purifiers that harden
vision–language models against multi-modal jail-
breaks while preserving benign performance.

Finally, Rainbow Teaming frames adversarial-
prompt discovery as an open-ended qual-



ity–diversity search, yielding hundreds of
transferable attacks and demonstrating that fine-
tuning on this diverse corpus can simultaneously
raise safety and maintain helpfulness (Samvelyan
et al., 2024).

6.3 Detecting AI-generated Text

As AI-generated content increasingly resembles
human-written text, distinguishing between the
two has become an increasingly formidable task.
Detecting LLM-generated text within human-
written content is akin to a double-edged sword.
On one hand, identifying differences can enhance
the quality of AI-generated content; on the other
hand, it complicates the identification process.

Over the recent years, scholars have intro-
duced a range of methods to identify AI-generated
text (Pegoraro et al., 2023; He et al., 2023; Tang
et al., 2023b). As briefly discussed in the previ-
ous section, we may categorize these techniques
into two main categories: black-box and white-
box techniques. In the black-box setting, we only
have access to the output text generated by the
LLM with an arbitrary input, while in the white-
box setting, there is an additional access to the
model output probability for each token as well.
In this section, we discuss some of these detection
techniques as well as their vulnerabilities and lim-
itations. At the end, we will discuss the possibility
of detection from a theoretical point of view.

6.3.1 Fine-tuning Language Models as
Supervised Detectors

A commonly used detection approach for both
categories of white-box and black-box detectors
is to fine-tune a language model on sets of AI
and human generated texts (Solaiman et al., 2019;
Bakhtin et al., 2019; Antoun et al., 2023; Zhan
et al., 2023; Li et al., 2023b).

However, most LLMs require costly computa-
tional resources, making it nearly impractical to
generate sufficiently large datasets that cover a
wide range of samples, thereby this strategy is not
always the optimal choice.

Moreover, this method is susceptible to adver-
sarial attacks, such as data poisoning. For in-
stance, hackers could evade detection by gaining
access to the human reference texts used during
training and the detector rankings. Even more con-
cerning, attackers can undermine detector train-
ing in a white-box environment. This vulnerabil-
ity arises because many detectors are trained on

Figure 9: Log-likelihood curvature for AI vs.
human-generated text. This figure is taken
from (Mitchell et al., 2023)

commonly used datasets, rendering them highly
susceptible to even the most straightforward at-
tacks (Krishna et al., 2023; Sadasivan et al., 2023).

Another drawback lies in their sensitivity to
paraphrasing attacks. These attacks often add a
paraphraser on top of a generative model, which
can deceive any form of detector, including those
utilizing supervised neural networks.

6.3.2 Pre-trained Language Models as
Zero-shot Detectors

Another avenue of research involves utilizing pre-
trained models in a zero-shot setting to discern text
written by AI, all without the necessity for addi-
tional training or data collection (Su et al., 2023;
Zer, 2023; Wang et al., 2023b; Gehrmann et al.,
2019).

According to (Mitchell et al., 2023), these tech-
niques often set a threshold for the predicted
per-token log probability to identify AI-generated
texts. This approach relies on the observation that
passages generated by AI often exhibit a nega-
tive log probability curvature. Specifically, AI-
generated text, x ∼ pθ(·), tends to lie in re-
gions of negative curvature in the log-likelihood
landscape, log p(x), where nearby samples (i.e.,
similar texts) generally have lower model log-
probability on average. In contrast, human-written
text, x ∼ preal(·), typically does not occupy
regions with clearly defined negative curvature,
and nearby samples may exhibit either higher or
lower log-probability without a consistent pattern
as shown in Figure 9.

While this method mitigates the risk of data poi-
soning attacks and minimizes data and resource



overheads, it remains vulnerable to other adversar-
ial attacks such as spoofing and paraphrasing (Kr-
ishna et al., 2023; Sadasivan et al., 2023).

6.3.3 Detection based on Information
Retrieval Techniques

Within the realm of Information Retrieval Tech-
niques, we encounter methods specifically de-
signed to differentiate between human-written and
AI-generated texts.

These techniques operate by comparing a given
text with a database of texts generated by LLMs.
The objective is to identify semantically similar
matches, thereby aiding in the discrimination pro-
cess. By leveraging these approaches, researchers
aim to enhance the robustness and reliability of
text detection mechanisms. Whether it’s match-
ing keywords, traversing hypertext links, or em-
ploying more sophisticated algorithms, the goal
remains consistent: to discern the subtle nuances
that distinguish human-authored content from its
AI-generated counterparts (Krishna et al., 2023;
Sadasivan et al., 2023).

However, these methods are not feasible for real
world applications, as they need a large and up-
dated database of AI-generated texts, which can
be computationally expensive or may not even ex-
ist or be accessible across all domains, tasks, or
models. Additionally, like many other detection
methods, they are susceptible to paraphrasing and
spoofing attacks. (Krishna et al., 2023; Sadasivan
et al., 2023; Wolff, 2020; Liang et al., 2023).

6.3.4 Watermarking as a Signature for
Detection

Another line of research known as watermarking
techniques uses a model signature in the produced
text outputs to stamp particular patterns.

Kirchenbauer et al. (Kirchenbauer et al.,
2023a), for example, suggest soft watermarking
that divides tokens into green and red lists to aid
in the creation of these patterns. A watermarked
LLM samples a token, with high probability, from
the green list given by its prefix token. These wa-
termarks are frequently invisible to humans.

To better understand technique proposed by
Kirchenbauer et al., assume an autoregressive lan-
guage model is trained on a vocabulary V of size
|V |. Given a sequence of tokens as input at step t,
a language model predicts the next token in the se-
quence by outputting a vector of logit scores lt ∈
R|V | with one entry for each item in the vocabu-

lary. A random number generator is seeded with
a context window of h preceding tokens, based on
a pseudo-random function (PRF) f : Nh → N .
With this random seed, a subset of tokens of size
γ|V |, where γ ∈ (0, 1) is green list size, are “col-
ored green” and denoted Gt. Now, the logit scores
lt are modified such that with a hardness parame-
ter σ > 0:

ltk =

{
ltk + σ, if k ∈ Gt

ltk, otherwise
(1)

In the simplest case, one passes the scores through
a softmax layer and samples from the output dis-
tribution, resulting in a bias towards tokens from
Gt. After watermarked text is generated, one can
check for the watermark without having access to
the LLM by re-computing the greenlist at each po-
sition and finding the set of greenlist token posi-
tions. The statistical significance of a sequence of
tokens of length T can be established by deriving
the z-score:

z =
(|S| − γT )√
γ(1− γ)T

(2)

When this z-score is large and the corresponding
P-value is small, one can be confident that the text
is watermarked (Kirchenbauer et al., 2023a).

However, until all highly successful LLMs are
similarly secured, watermarking could not be a
useful tactic to prevent LLM exploitation. Addi-
tionally, watermarking unfortunately, has limited
real-world applications, particularly when only
black-box language models are available. Due to
API providers opting to withhold probability dis-
tributions for commercial reasons, most third par-
ties developing API-based applications find them-
selves unable to watermark text independently.

Nonetheless, to equip third-parties with au-
tonomous watermark injection, Yang et al. de-
velop a watermarking framework for black-box
language model usage scenarios (Yang et al.,
2023b).

They introduce a binary encoding function that
generates a random binary encoding correspond-
ing to a word. In the absence of a watermark,
the encoding adheres to a Bernoulli distribution,
where the probability of a word representing bit-
1 is approximately 0.5. To embed a watermark,
they modify the distribution by selectively replac-
ing words associated with bit-0 using context-
based synonyms that signify bit-1. Subsequently,



a statistical test is employed to detect the water-
mark. Remarkably, even when subjected to at-
tacks like sentence back translation, sentence re-
finement, word removal, and synonym substitu-
tion, removing the watermark without compromis-
ing the original meaning remains a challenging
task for potential attackers.

Kirchenbauer et al. (Kirchenbauer et al., 2023b)
examine the reliability of watermarks as a method
for identifying and keeping track of AI-generated
text. They investigate how well watermarked
text holds up against human restructuring, non-
watermarked LLM paraphrasing, and blending
into lengthier human-written documents.

They discover that even after automated and hu-
man paraphrase, watermarks may still be spot-
ted. When enough tokens are detected, para-
phrases are statistically likely to leak n-grams or
even larger pieces of the original text, leading to
high-confidence detection, even though these at-
tacks weaken the watermark’s effectiveness. They
argue for an interpretation of watermarking relia-
bility as a function of text length and find out that,
even with the intention of deleting the watermark,
even human writers are unable to do so if the text
is measured at 1000 words. It turns out that the
aforementioned interpretation is a significant char-
acteristic of watermarking. The most trustworthy
strategy, according to this research, is watermark-
ing because other paradigms, such as retrieval and
loss-based detection, haven’t shown a significant
improvement with text length.

Despite prior findings, watermark-based meth-
ods remain both theoretically and practically vul-
nerable to rewording attacks. Research has shown
that even language models secured by watermark-
ing techniques remain susceptible to spoofing at-
tacks. In these attacks, human adversaries insert
their own text into human-generated content, cre-
ating the illusion that the material originated from
language models. For further insights, interested
readers can refer to Sadasivan et al.’s work (Sada-
sivan et al., 2023).

Additionally, a new study by Zhang et
al. (Zhang et al., 2023a) shows that under plausi-
ble assumptions, there is no strong watermarking
scheme that can prevent an attacker from remov-
ing the watermark without significantly degrading
the quality of the output. We will delve deeper into
the findings of this study in section 6.3.8.

6.3.5 Discriminating Features as Detection
Clues

Another stream of work is to identify and classify
based on discriminating features. For instance, Yu
et al. (Yu et al., 2023) have identified a genetic in-
heritance characteristic specific to GPT-generated
text. According to this characteristic, the model’s
output essentially rearranges the content present in
its training corpus. In simpler terms, when repeat-
edly answering a question, the model’s responses
remain constrained by the information within its
training data, resulting in limited variations. This
hypothesis suggests that the output of a language
model (such as ChatGPT) is predictable, implying
that for highly similar questions, the model will
produce correspondingly similar answers. Analo-
gously, paternity testing involves using DNA pro-
files to determine whether an individual is the bi-
ological parent of another individual. This pro-
cess becomes particularly crucial when parental
rights and responsibilities are in question, and un-
certainty exists regarding a child’s paternity.

In another study (Yang et al., 2023c), Yang et
al. introduce a detection approach called Diver-
gent N-Gram Analysis (DNA-GPT). This method
operates without requiring training and assesses
the disparities between a given text and its trun-
cated segments using n-gram analysis in a black-
box setting or probability divergence in a white-
box context.

For the black box scenario, Yang et al. define
DNA-GPT BScore as follows:

BScore(S,Ω) =

1

K
ΣK
k=1Σ

N
n=n0

f(n)
|n-grams(Ŝk) ∩ n-grams(S2)|

|Ŝk||n-grams(S2)|
(3)

where S is the LLM output, S2 the human written
ground truth, f(n) a weight function for different
n-grams and Ω = {Ŝ1, . . . , ŜK}.

For white-box scenario, they propose calculat-
ing a DNA-GPT WScore between Ω and S as:

WScore(S,Ω) =
1

K
ΣK
k=1log

p(S2|S1)

p(Ŝk|S1)
(4)

Where Ω is a set of K samples of a LM decoder,
Ŝ = LM(S1) and S2 is the human-written ground
truth. In both the black-box and white-box scenar-
ios, two parameters play a critical role in the de-
tection accuracy: the truncation ratio and the num-
ber of re-prompting iterations K. This strategy,



Table 5: AI-generated Text Detection Techniques

Papers Method Main Idea Vulnerabilities

(Solaiman et al., 2019;
Bakhtin et al., 2019; Antoun
et al., 2023; Zhan et al.,
2023; Li et al., 2023b)

Supervised
detection

To fine-tune a model on sets of AI and hu-
man generated texts.

Training on commonly used datasets, makes it vulnerable
to most attacks including paraphrasing.

(Su et al., 2023; Zer,
2023; Wang et al., 2023b;
Gehrmann et al., 2019)

Zero-shot detec-
tion

To use a pre-trained language model in
zero-shot settings.

Reduces the risk of data poisoning attacks and eliminates
data and resource over- heads, but it is still susceptible to
other adversarial attacks like spoofing and paraphrasing.

(Krishna et al., 2023; Sada-
sivan et al., 2023)

Retrival-based
detection

Apply methods of information retrieval to
match a given text with a collection of
texts generated by LLMs and finding sim-
ilarities in meaning.

It is impractical because it requires a large and updated
collection of texts, which is computationally expensive,
or may be unavailable for all domains, tasks or models. It
is also vulnerable to paraphrasing and spoofing attacks.

(Kirchenbauer et al., 2023a;
Yang et al., 2023b; Kirchen-
bauer et al., 2023b; Sadasi-
van et al., 2023)

Watermarking To use a model signature in the produced
text outputs to stamp particular pattern.

The most trustworthy strategy, but is shown to be funda-
mentally impossible for generative models. It is suscep-
tible to attacks such as rewording and spoofing.

(Yu et al., 2023; Yang et al.,
2023c; Mitchell et al., 2023;
Su et al., 2023)

Feature-based
detection

To identify and classify based on ex-
tracted discriminating features.

Susceptible to adversarial attacks such as paraphrasing.

demonstrates a significant discrepancies between
AI-generated and human-written texts.

Another discriminating feature is the suscepti-
bility of text to manipulations. AI-generated and
human-written texts are both negatively affected
by small perturbations e.g., replacing some of the
words. However, some recent work (Mitchell
et al., 2023; Su et al., 2023) reveal that AI-
generated text is more susceptible to such manip-
ulations. For instance, to measure sensitivity of
LLMs to perturbations, Su et al. propose Log-
Likelihood Log-Rank Ratio (LRR):

LPR = −Σt
i=1 log pθ(xi|x<i)

Σt
i=1 log rθ(xi|x<i)

(5)

where rθ(xi|x<i) ≥ 1 is the rank of token xi
conditioned on the previous tokens (Su et al.,
2023). The Log-Likelihood in the numerator rep-
resents the absolute confidence for the correct to-
ken, while the Log-Rank in the denominator ac-
counts for the relative confidence, which reveals
complimentary information about the texts. They
also propose Normalized Log-Rank Perturbation
(NPR) as follows:

NPR =
1
nΣ

n
p=1 log rθ(x̃p)

log rθ(x)
(6)

where small perturbations are applied on the target
text x to produce the perturbed text x̃p.

The study reveals that the LRR tends to be
larger for AI-generated text, providing a distin-
guishing factor. One plausible explanation is that
in AI-generated text, the log rank is more pro-
nounced than the log likelihood, making LRR a
useful indicator for such text.

The rational behind the NPR is that both AI-
generated and human-written texts are negatively
impacted by small perturbations. Specifically, the
log rank score increases after perturbations. How-
ever, AI-generated text is more susceptible to per-
turbations, resulting in a greater increase in the log
rank score post-perturbation. As a result, NPR
yields a higher score for AI-generated texts (Su
et al., 2023). As this study covers only a few de-
tection techniques, more extensive and systematic
evaluations are required to validate this aspect of
LLMs’ capabilities.

Despite all the approaches we discussed
here, scientists have revealed that by optimizing
prompts effectively, LLMs can evade many of the
detection techniques.

For example, Lu et al. (Lu et al., 2023) pro-
pose a novel Substitution-based In-Context exam-
ple Optimization method (SICO) that automati-
cally generates such prompts. To do so, SICO
first extracts discriminating features from a set of
human and AI-generated texts. Then, these fea-
tures and a paraphrasing prompt are concatenated
to the AI-generated tasks and feed to the LLM in
order to modify the AI generated text. The prompt
is optimized via word and sentence level replace-
ments that minimizes the probability of detection
and maximizes the similarity of AI-generated text
to the human-written one. The results firmly prove
the vulnerability of existing detectors.

6.3.6 Generalizability of Detection
Techniques

Generalizability of machine-generated text detec-
tors on unseen data across different dimensions



such as multi-domain, multi-lingual, and various
generative models is another important aspect that
needs to be taken into consideration.

There are few works such as a study by Wang et
al. (Wang et al., 2023h) that investigate the gener-
alizability of detectors by conducting experiments
on a large-scale corpus spanning multiple gener-
ators, domains, and languages. Their investiga-
tion involves leveraging various generative mod-
els, including ChatGPT, textdavinci-003, LLaMa,
FlanT5, Co-here, Dolly-v2, and BLOOMz, to
create text articles. Subsequently, they attempt
to distinguish between AI-generated and human-
written content using both traditional machine
learning methods (e.g., Linear Support Vector
Machine) and modern transformer-based models
(e.g., RoBERTa), focusing on stylistic features.
Interestingly, their findings reveal that while these
text detection methods perform well within their
specific domains, they encounter challenges in
out-of-domain detection tasks. In addition, they
discover that all detection models perform better
for detecting content that exhibits a particular pat-
tern which sets it apart from content written by hu-
man (ChatGPT in this case).

Moreover, they show that in cross-generator set-
tings—where the detector is trained on text pro-
duced by one LLM but tested on data produced by
another—most models suffer from performance
degradation and lack generalizability.

6.3.7 Vulnerabilities of Detection Techniques
As mentioned earlier, zero-shot attacks are sus-
ceptible to adversarial techniques like data poison-
ing. Researchers employ supervised methods to
counter them, but most detection strategies still re-
main vulnerable to paraphrasing or spoofing.

To tackle this challenge, retrieval-based detec-
tors serve as a defense mechanism. These detec-
tors store LLM outputs in a database and perform
semantic searches to identify optimal matches, as
previously discussed. This approach improves
the detector’s ability to withstand paraphrasing at-
tacks. However, it is important to consider pri-
vacy concerns associated with storing user-LLM
conversations. Furthermore, this technique proves
ineffective when dealing with recursive paraphras-
ings (Sadasivan et al., 2023).

Moreover, researchers have discovered that by
meticulously optimizing prompts, LLMs can ef-
fectively evade various detection techniques. For
instance, the prompt can be carefully crafted

through word and sentence replacements, aiming
to minimize the chances of detection while max-
imizing the similarity between human and AI-
generated texts (Lu et al., 2023).

While watermarking is considered an effec-
tive detection strategy, it encounters several chal-
lenges. Firstly, unless all LLMs are uniformly
safeguarded, watermarking remains ineffective.
Secondly, its practical applicability is limited, par-
ticularly when dealing with black-box language
models. Thirdly, API providers often withhold
probability distributions, preventing third-party
developers from independently watermarking text.
Lastly, recent research suggests that no robust wa-
termarking scheme can prevent attackers from re-
moving watermarks without significantly degrad-
ing output quality.

Therefore, watermarking generative models
may be fundamentally unachievable, necessitat-
ing alternative approaches to protect the intellec-
tual property of model developers and LLM users.
Table 5 demonstrates an overview of detection
strategies, highlighting the vulnerabilities associ-
ated with each category.

6.3.8 Discussion on the Possibility of
Detection

In light of the growing interest in LLM-generated
text detection, researchers have recently inves-
tigated the possibility of detecting AI-generated
text from a theoretical perspective, exploring the
fundamental feasibility and boundaries associated
with this task.

Sadasivan et al. for instance, come up with an
impossibility finding (Sadasivan et al., 2023): “as
language models become more sophisticated and
better at emulating human text, the performance
of even the best-possible detector decreases dras-
tically”. They propose an upper bound for the area
under the ROC curve of any decoder D as:

AUROC(D) ≤ 1

2
+TV (M,H)− TV (M,H)2

2
(7)

where TV (M,H) is the total variation distance
between machine and human generated texts. This
formula indicates that when human and machine
generated texts are very similar i.e., TV (M,H)
is very small, even the best-possible detector may
only perform marginally better than a random
classifier. The proof is provided in Appendix. A.

According to this formulation, as the TV dis-
tance between AI and human text distributions re-
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Figure 10: Comparing the AUROC of the optimal
detector to that of a random classifier shows that
as the TV distance between AI and human gen-
erated text distributions decreases, the AUROC of
the optimal detector also drops accordingly.

duces, the AUROC of the optimal detector also de-
creases accordingly as illustrated in Figure 10.

However, another interesting work by
Chakraborty et al. (Chakraborty et al., 2023)
suggests: “as long as the distributions of human
and machine generated texts are not exactly the
same, which is the case in most scenarios, it
is possible to detect AI generated texts, if we
collect enough samples of each distributions”.
In fact, Chakraborty et al. demonstrate that the
AUROC upper bound proposed by Sadasivan et
al. might be too conservative for detection in
practical scenarios. Specifically, they introduce
a hidden possibility by replacing TV (M,H)
with TV (M

⊗
n,H

⊗
n) in AUROC equation,

where m
⊗

n := m
⊗

m
⊗

· · ·
⊗

m (n times)
denotes the product distribution over sample set
S := {si}, i ∈ {1, . . . n}, as does h

⊗
n. Since

TV (M
⊗

n,H
⊗

n) is an increasing sequence,
it eventually converges to 1 as the number of
samples for each distribution increases. It is clear
that if the number of samples increases, the total
variation distance approaches 1 very quickly, and
hence increasing the AUROC.

In another work, Zhang et al. (Zhang et al.,
2023a), explore the theoretical aspect of water-
marking detection. They define watermarking as
the procedure of incorporating a statistical sig-
nal, commonly known as a “watermark”, into a
model’s output. This embedded watermark acts
as a verification signal, ensuring that the output
indeed originates from the model. A robust water-
marking approach prevents attackers from remov-
ing the watermark without significantly degrading

the output quality.
In this study, the authors put forth two funda-

mental assumptions. Firstly, they introduce the
concept of a “Quality Oracle”, which grants at-
tackers access to an oracle capable of evaluating
the quality of model outputs. This oracle assists
attackers in assessing the quality of modified re-
sponses. Secondly, they introduce the “Perturba-
tion Oracle” which allows attackers to modify an
output while maintaining a non-trivial probability
of preserving quality. Essentially, the perturbation
oracle induces an efficiently mixing random walk
on high-quality outputs.

They discover that for any public or secret-key
watermarking scenario that satisfies these assump-
tions, there exists an efficient attacker: “Given a
prompt p and a watermarked output y, this attacker
can leverage the quality and perturbation oracles
to obtain an output y

′
with a probability very close

to 1. The attacker’s goal is to find an output y
′

such that (1) y
′
is not watermarked with high prob-

ability and (2) Q(p, y
′
) ≥ Q(p, y)” (Zhang et al.,

2023a). Simply put, watermarking without caus-
ing significant quality degradation is impossible
and as a result, alternative approaches should be
leveraged to safeguard the intellectual property of
model developers.

Detecting AI-generated text is a crucial and
challenging task that has significant impact on
related NLP tasks. However, the current state-
of-the-art methods are sometimes limited by the
lack of a comprehensive understanding of the fun-
damental feasibility and boundaries of this task.
Therefore, it is critical to pursue further explo-
ration and investigation of the theoretical aspects
of AI-text detection, as this can lead to the devel-
opment of more robust and effective techniques,
as well as the identification of new research direc-
tions and opportunities.

7 Opportunities and Future Research

This paper provides a comprehensive overview of
the latest developments and best practices in secu-
rity and risk mitigation of LLMs. To broaden the
scope, this section explores the emerging opportu-
nities for advancing the field of security, vulnera-
bility and risk mitigation studies of LLMs.

7.1 Opportunities in Security & privacy

Opportunities in Data Leakage & Memoriza-
tion As previously mentioned, LLMs face chal-



lenges related to memorization and data leakage.
Exploring novel opportunities to address these is-
sues can significantly advance the field. Some
promising avenues include:

• Developing multi-aspect techniques to pre-
vent sensitive data leakage: These tech-
niques should consider various dimensions,
including model-related aspects (e.g., train-
ing data selection and differential privacy),
data (such as data classification, access con-
trol, and monitoring), and user-based factors
(e.g., detecting abnormal patterns in user-
LLM interactions and managing user access)

• Developing new methods to mitigate mem-
orization: Given the current scarcity of tech-
niques for tackling memorization in LLMs, it
is crucial to put forth novel approaches (e.g.,
model editing) to mitigate the memorization.

• Investigating and identifying patterns of
memorization: Exploring whether there ex-
ist patterns of memorization and pinpointing
the specific data categories that the model
remembers the most represents an underex-
plored opportunity.

Opportunities in LLM Code Generation As
mentioned earlier, the security implications of
code generation present several challenges. How-
ever, each challenge also represents an opportu-
nity to improve the security of codes produced by
LLMs. Some of these opportunities are:

• Developing methods to ensure the repro-
ducibility and transparency of code gen-
eration: This can involve practices such as
documenting the seed used, specifying the
model version, and capturing relevant prompt
details during the code generation process

• Exploring ways to generate large and di-
verse corpora of code samples for secu-
rity analysis: Researchers can employ tech-
niques like data augmentation, which in-
volves creating variations of existing code
snippets, adversarial examples that stress-test
the model’s robustness, and even self-play
techniques where the model generates code
samples and evaluates them against its own
predictions (Wang et al., 2023c).

• Designing realistic and comprehensive test
scenarios that cover various aspects of

software security: These scenarios should
comprise functional requirements, ensuring
that the software behaves as expected, as well
as non-functional requirements, such as per-
formance, scalability, and reliability. Ad-
ditionally, incorporating adversarial require-
ments—where the system is tested against in-
tentional attacks or misuse—can further en-
hance the security assessment process.

• Improving the robustness and general-
ization of code generation to different
prompts: Researchers have the opportunity
to improve the robustness and adaptability of
code generation across diverse prompts. The
ultimate goal is to develop a model that con-
sistently generates secure code, for all input
prompts. Achieving this goal ensures that the
generated code remains dependable, resilient,
and resistant to vulnerabilities, regardless of
the prompt used.

• Investigating the impact of coding lan-
guage on the security of code generation:
By analyzing the strengths and weaknesses
of various languages and paradigms, we can
identify which languages are more robust for
code generation. This exploration benefits
both code generation practices and the design
and enhancement of coding languages.

• Adapting to the evolutionary nature of
cyber-security: Evolutionary nature of
cyber-security requires proactive measures.
These include keeping training data up-to-
date, revising evaluation metrics, and align-
ing code generation practices with the latest
industry standards and trends.

7.2 Opportunities in Vulnerabilities Study
Building upon the foundational work in under-
standing LLM vulnerabilities, there remains a
broad spectrum of opportunities to deepen our
knowledge and enhance the resilience of these
models. The following areas represent promising
avenues for future research:

• Extending experiments on diverse NLP
applications besides classification task:
While classification have been the primary
focus, exploring other tasks (e.g., language
modeling, summarization, sentiment analy-
sis, and question answering) will provide a



more comprehensive understanding of LLM
behavior and security implications.

• Examining LLMs vulnerability at both
model architecture and model size level: It
is essential to comprehensively assess risks
and prioritize mitigation efforts based on the
severity of identified vulnerabilities. Under-
standing the interplay between architecture
choices and model scale allows us to make
better decisions to enhance LLM security.

• Adapting multi-faceted defense strategy
for safeguarding against backdoor injec-
tion: There is an opportunity to craft multi-
faceted defense strategies against backdoor
injection by combining techniques such as
prompt filtering to exclude harmful input and
specialized security-oriented LLMs trained
to detect suspicious instructions.

• Expanding the scope of prompt injection
studies: Including more complex interac-
tion scenarios, such as conversational agents
and context-aware applications we can un-
cover new insights and potentially enhance
resilience against security threats.

• Investigating the role of transfer learning
and fine-tuning: This involves examining
how vulnerabilities initially identified in pre-
trained models may either be magnified or al-
leviated when those models are fine-tuned for
specific tasks or domains.

• Identifying and mitigating emerging risks:
New studies may incorporate recent progress
in security, behavioral analysis, adversarial
learning and cyber-security forensics to de-
tect and mitigate sophisticated attacks.

• Assessing and evaluating the impact of
dataset diversity and representativeness:
This involves examining how the features
of training data affect the model’s ability to
withstand vulnerabilities, especially concern-
ing bias and fairness and more importantly
data poisoning.

7.3 Opportunities in Risk Mitigation Study
AI-Generated Text Detection Techniques As
mentioned earlier, the detection of AI-generated
text is a challenging task and the current methods
are frequently constrained by different factors, and

susceptible to malicious attacks. Therefore, it is
critical to pursue further exploration and investi-
gation on both theoretical and practical aspects of
AI-text detection. Some of the opportunities are:

• Creating diverse and representative
datasets: The existing datasets may not
cover all the nuances of AI-generated
content used to train and evaluate AI-text
detection models. Developing more diverse
and representative datasets improves the
models’ ability to generalize and enables
more reliable assessments.

• Exploring more advanced and inter-
pretable features: By discerning subtle nu-
ances and interpretable features, we can gain
a fine-grained understanding of the distinc-
tions between human vs. AI-generated texts.

• Developing more robust and domain adap-
tive learning methods: Considering the
ever-changing field of AI-generated text,
exploring methods like adversarial learn-
ing, meta-learning, and self-supervised learn-
ing (Weber-Wulff et al., 2023) can result in
more resilient and adaptable solutions.

• A comprehensive understanding of the
fundamental feasibility and boundaries: A
thorough grasp of the fundamental feasibility
and limitations of AI-generated text detection
is essential. However, the theoretical aspect
of this task is mainly overlooked in the liter-
ature. Therefore, further exploration and in-
vestigation of the theoretical aspects are nec-
essary. This can lead to the development of
more robust and effective techniques as well
as uncovering new research directions.

• Evaluating the ethical and social implica-
tions of AI-text detection: While detecting
synthetic content is essential, it is important
to consider the potential risks of false posi-
tives. These inaccuracies can lead to unin-
tended consequences, such as unjust penal-
ties or unwarranted suspicion, impacting both
individuals and society at large.

Editing LLMs Understanding where knowl-
edge is retained with an LLM is important as it
may lead to adverse outcomes such as hallucina-
tions or biases. Thus, it is crucial to identify the
nature of factual information that is stored, and to



apply mitigation strategies to eliminate the poten-
tial sources of unreliability if they occur. Although
this area has seen remarkable progress, there are
still some areas for improvement:

• Developing unified platform for frame-
works to test multiple methods: As
new methods emerge, having a consoli-
dated framework allows efficient comparison
across different datasets. Additionally, inte-
grating different types of knowledge into this
framework simplifies the assessment of lay-
ers that focus on distinct data or knowledge
domains (Wang et al., 2023e).

• Further exploration of model editing study
across diverse datasets and network lay-
ers: Given that current research emphasizes
on certain domains in NLP, it is beneficial
to evaluate additional NLP datasets to as-
sess whether the trend of where certain infor-
mation is stored is consistent. Furthermore,
extending this assessment to other NLP do-
mains that may differ could reveal potential
variations in current trends.

Red/Green Teaming Similar to the cyber-
security domain, where red teaming has been ben-
eficial to enhance security, both red teaming and
green teaming for LLMs have revealed the vul-
nerability of LLMs to malicious users. There
are nascent contributions like RLHF that prevent
more attacks than other methods, as demonstrated
in (Perez et al., 2022a). However, there are still
some areas for improvement such as:

• Creating more safeguards to prevent the
attacks: Given the rising popularity of
LLMs, they are becoming the central compo-
nent in many products. Thus, there is a crit-
ical need to implement multiple safeguards,
as new attacks continually emerge.

• Evaluating the impact of attacks on spe-
cific models: Research based on Ganguli et
al.’s work (Ganguli et al., 2022) indicates that
LLMs that utilize RLHF exhibit greater re-
silience to red teaming attacks compared to
other models. However, further experiments
are necessary to uncover any limitations. By
understanding these limitations, researchers
can devise innovative strategies to mitigate
existing red teaming attacks and anticipate
potential new ones.

• Designing an automated system to reduce
human dependency in red/green teaming:
Since human examination of specific LLM
outputs related to red and green teaming can
negatively impact well-being, automating the
process becomes crucial. This automation
aims to minimize the harm experienced by in-
dividuals involved in red and green teaming.

8 Conclusions

This paper provides a comprehensive analysis of
the security and risk mitigation aspects of LLMs.
We examine the security issues that emerge with
LLM usage, such as information leakage, unau-
thorized access, and insecure code generation.
In addition, we explore various types of attacks
that target LLMs and classify them into three
main categories: Model-based, training-time and
inference-time attacks. We also investigate the
risks and misuses of LLMs, such as bias, discrim-
ination, misinformation, plagiarism, copyright in-
fringement and other potential social and ethical
implications of applying LLMs in different do-
mains. Moreover, we present a thorough evalu-
ation of the mitigation strategies that can be em-
ployed to improve the security and robustness of
LLMs, such as red and green teaming, model edit-
ing, watermarking, and AI-generated text detec-
tion techniques, while discussing the limitations
and trade-offs of each strategy. Lastly, we identify
some open challenges and future directions for re-
search in this area, such as developing more effec-
tive defense mechanisms, establishing standards
and guidelines for development and deployment
of LLMs, promoting collaboration and awareness
among the stakeholders involved in utilization.
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A Appendix

A-ROC and AUROC Bound using Total Variation
The ROC curve is a plot between the true positive rate (TPR) and the false positive rate (FPR), which are
defined as follows (Sadasivan et al., 2023):

TPRγ = Ps∼M [D(s) ≥ γ]

FPRγ = Ps∼H [D(s) ≥ γ]

where γ is a classifier threshold parameter, M denotes the distribution over positives (e.g., machine-
generated texts), and H denotes the distribution over negatives (e.g., human-written texts).

We can bound the difference between TPRγ and FPRγ by the total variation distance between distri-
butions M and H (Sadasivan et al., 2023):

|TPRγ − FPRγ | = |Ps∼M [D(s) ≥ γ]− Ps∼H [D(s) ≥ γ]|
≤ TV(M,H)

Thus,

TPRγ ≤ FPRγ + TV(M,H)

Since TPRγ ≤ 1, we have:

TPRγ ≤ min(FPRγ + TV(M,H), 1)

Let x = FPRγ , y = TPRγ , and tv = TV(M,H). The AUROC is defined as:

AUROC(D) =

∫ 1

0
y dx ≤

∫ 1

0
min(x+ tv, 1) dx

We split the integral at x = 1− tv:

AUROC(D) ≤
∫ 1−tv

0
(x+ tv) dx+

∫ 1

1−tv
1 dx

=

[
x2

2
+ tv · x

]1−tv

0

+ [x]11−tv

=

(
(1− tv)2

2
+ tv(1− tv)

)
+ (1− (1− tv))

=
(1− tv)2

2
+ tv(1− tv) + tv

Simplifying the expression:

AUROC(D) ≤ (1− tv)2

2
+ tv(1− tv) + tv

=
1− 2tv + tv2

2
+ tv − tv2 + tv

=
1

2
+ tv − tv2

2

AUROC(D) ≤ 1

2
+ tv − tv2

2
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